IOWA STATE UNIVERSITY

Digital Repository

Iowa State University Capstones, Theses and

Retrospective Theses and Dissertations . .
Dissertations

1976

Excitation temperature and electron number
density distributions experienced by analyte species
in an inductively coupled argon plasma

Dennis James Kalnicky

Towa State University

Follow this and additional works at: https://lib.dr.iastate.edu/rtd
b Part of the Physical Chemistry Commons

Recommended Citation

Kalnicky, Dennis James, "Excitation temperature and electron number density distributions experienced by analyte species in an
inductively coupled argon plasma " (1976). Retrospective Theses and Dissertations. S752.
https://lib.dr.iastate.edu/rtd /5752

This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at lowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University

Digital Repository. For more information, please contact digirep@iastate.edu.

www.manharaa.com



http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/theses?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/theses?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/139?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd/5752?utm_source=lib.dr.iastate.edu%2Frtd%2F5752&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digirep@iastate.edu

INFORMATION TO USERS

This material was produced from a microfilm copy of the original document. While
the most advanced technological means to photograph and reproduce this document

have been used, the quality is heavily dependent upon the quality of the original
submitted,

The follo."ing explanation of techniques is provided to help you understand
markings or patterns which may appear on this reproduction.

1. The sign or “target’’ for pages apparently lacking from the document
photographed is “Missing Page(s)”. If it was passihle ta obtain the missing
page(s) or section, they are spliced into the film along with adjacent pages.
This may have necessitated cutting thru an image and duplicating adjacent

pages to insure you complete continuity.

2. When an image on the film is obliterated with a large round black mark, it
is an indication that the photographer suspected that the copy may have
moved during exposure and thus cause a blurred image. You will find a
aood image of the page in the adjacent frame.

3.When a map, drawing or chart, etc., was part of the material being
pnoiogiaphcd  the  pghotegrapher followed 2 definite method  in
“sectioning” the material. It is customary to begin photoing at the uppers
left hand corner of a large sheet and to continue photoing from left to
right in equal sections with a small overlap. If necessary, sectioning is
continued again — beginning below the first row and continuing on uniii
complete.

4, The majority of users indicate that the textual content is of greatest value,
however, a somewhat higher quality reproduction couid e made {roim
“photographs” if essential to the understanding of the dissertation. Silver
prints of “photographs” may be ordered at additional charge by writing
the Order Department, giving the catalog number, title, author and
specific pages you wish reproduced.

5 PLEASE NOTE: Soms pages moy have indistinct print. Filmed as
received.

University Microfilms international
300 North Zeeb Road

Arn Arbor, Michigan 48106 USA

St. John's Road, Tyler's Green

Hiah Wycombe, Bucks, England HP10 8HR



77-10,324

KALNICKY, Dennis James, 1949-
EXCITATION TEMPERATURE AND ELECTRON
NUMBER DENSITY DISTRIBUTIONS EXPERIENCED
BY ANALYTE SPECIES IN AN INDUCTIVELY
COUPLED ARGON PLASMA.

Iowa State University, Ph.D., 1976
Chemistry, physical

Xerox University Microfilms, ann arbor, Michigan 48106



Excitation temperature and electron number density
distributions experienced by analyte specles

in an inductively coupled argon plasma

by

Dennis James Kalnicky

A Dissertation Submitted to the
Graduate Faculty in Partial Fulfillment of
The Requirements for the Degree of

DOCTOR OF PHILOSOPHY

Department: Chemistry
Major: Physical Chemistry

~—e

Avproved:

Signature was redacted for privacy.

In Charge of Major Work

Signature was redacted for privacy.

For ‘the Mdjor pPepartfient

Signature was redacted for privacy.
For the Graduate College

Iowa State Unilversity
Ames, Iowa

1976



ii

TABLE OF CONTENTS

CHAPTER I: INTRODUCTION
CHAPTER II: DIAGNOSTIC TECHNIQUES
LTE in Analytlcal Inductively Coupled Plasmas

Temperature Calculatlions, Thermometric Species,
and Transition Probabilities

Abel Inversion Calculations and Source Symmetry
Electron Number Density Measurements
Saha-Eggert's ionlzation equilibria methods
Stark brcadening methods
H8 line
Ar T lines
CHAPTER ITI: FACILITIES
Experimental Facllities
Computer Facilities
CHAPTER IV. EXPERIMENTAL PROCEDURES

Intensity Measurements, Lateral Profiling,
and Abel Inversilons

Temperature Calculations

Electron Number Denslty from Saha-Eggert's
Ionization Calculations

Electron Nunber Denslty from Stark Broadening
Calculations

HB line

Ar T lines

Page

(o) W — S«

14
20
20
23
24

28
28
34
37
37

39

39

39
43



ii1

CHAPTER V: RESULTS AND DISCUSSION
Symmetry
Intenslity Distributlons of Analyte Lines
Intensity Distributions of Ar Lines
Temperature Profilles
Electron Number Density Profiles

Analyte Excitation
CHAPTER VI: SUGGESTIONS FOR FUTURE WORK
BIBLIOGRAPHY
ACKNOWLEDGEMENTS
APPENDIX A: ABEL INVERSION AND TEMPERATURE PROGRAM

APPENDIX B: ABEL INVERSION CALCULATIONS

General Considerations and the Abel Integral
Equation

Numerical Methods
Data Approximation Methods
Method of integration for zones 2-5

Method of 1ntegration for zone 1

APPENDIX C: ATOMIC PARTITION FUNCTION AND SAHA-
EGGERT'S ELECTRON DENSITY CALCULATIONS

Use of the Saha-Eggert's Electron Density Program

APPENDIX D: CONVOLUTION AND HB ELECTRON DENSITY
CALCULATIONS

HB Electron Density Program

b7
47
b7
54
56
65
75

81
84
94
95
146

146

150
155
159
162
163

166

172

178

184



Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

I.

IT.

ITI.

Iv.

V.

VI.

VII.

VIII.

A-1.

C-1.

D-2.

iv

LIST OF TABLES

Ar T emission line data

Fe I emission line data (four-line set)

Fe I emission line data (ten-line set)

Emission line data for Saha-Eggert's
electron number denslty calculations

conditions

Experimental facilities and operating

Intensities, intensity ratios, and two-
line temperatures for Fe I lines 1n
peak and valley regions with 60 Hz

modulation on the forward

power

Ion to neutral atom lateral intensity
ratios for lines of Zn, Cd, Fe, Mg
and Ca with and without added Na

Radial 1lon to atom number

density

ratios, nX+(R)/nXo(R), for Zn, Cd,

Fe and Ca wlith and without added Na
at 1000W, 1.0 &/min, and 15 mm helght

Effective half-widths of H
measured at the plasma axi
forward power and 1.0 £/mi
carrier gas flow

=

Data card requirements for
Data card requirements for
Data card requirements for

Data card requirements for

and Ar I lines
for 1000W

aerosol

C337TEM2

C337EDNS

C337CONV

C337BROD

Page

13

15
16

22

29

35

51

Th

76

98
173
186

206



Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

LIST OF FIGURES

Oscilloscope tracings showing emission
intensity modulation with a 60 Hz ripple
on the forward power to the plasma:

(A) dark current, (B) Fe I 382.444 nm,
(C) Fe I 381.584 nm

Reduced Stark profile half-widths, o~ ,
"2
corrected for Doppler and instrument
broadening plotted vs. log,, T for elec-
12 20 16 -3
tron densities from 10 to 1 cm

for the HB 486.13 nm line

Doppler and instrument profile corrected

Stark half-widths for Ar I lines, AA, vS.
2

loglO T for electron density from
10135 £5 1010 cn3

Lateral profiles for Saha specles at
15 mm, 1000W and 1.0 2/min aerosocl carrier
gas flow

without

Na
10 pug Zn/mf: Zn II 206.19 nm (—Q—)
Zn I 213.88 nmm (—X—)

150 ug Fe/m&: PFe II 258.588 nm (—QO—)
Fe T 252.285 nm (—X—)

10 pg Ca/mf: (Ca II 396.847 nm (——()——)
Ca I 422.673 nm (—X—)

Radial intensity distributions for the
Fe I 382.043 nm line at 1000W for three

Page
33
4o
45
49
with
6900 g
Na/m&
(—a—)
(—+—)
(—0O—)
(—+—)
(—O—)
(—+—)
53

observatlion helghts and two aerosol carrier
gas flows; 150 pg Fe/mk (—Q—) and 150 ug

Fe/mg + 6900 ug Na/mf (—A—).



Figure 6.
Figure 7.
Figure 8.
Figure 9.
Figure 10.
Figure 11.

Vi
Page

Toroidal lateral and radial relative 55
intensity distributions for the Ar I

425,936 nm line at 15 mm, 1000W and

1.0 2/min aerosol carrier gas flow

Radial excitation temperatures at 15 mm, 58
1000W and 1.0 &/min aerosol carrier gas

flow. Ar I eight-line with Corliss and

Shumaker (77) transition probabillity

data (—@—); Fe I ten-line with Huber

and Parkinson (67) data (—X—) and

with Reif (30) and Banfield and Huber

(66) data (—QO—); Fe I three-line with

Reif data (—A—) and with Banfield and

Huber data (—[O—)

Percent uncertainty in temperature as a 61
function of percent uncertalnty of

intensity for typical Fe I and Ar I lines
employed in temperature calculations

Radial Fe I excitation temperatures at 63
1000W for three observation heights and

two aercsol carrier gas flows:; 150 ug

Fe/m% (—Q—), 150 ug Fe/m% + 6900 ug

Na/mf (—@—)

Radial electron density distributions at 67
1000W, 15 mm and 1.0 %/min aerosol

carrier gas flow for Hp Stark broadening

(—X—) and Saha calcu?ations; 10 ug

ca/mf (—Q—), 150 nug Fe/md (—0O—),

10 ug Mg/mi {(—A—), 10 ug Cd/me

(—+—), 10 pg Zn/m¢ (—@-—)

Radial Saha-Eggert's electron density 70
distributions at 15, 20, and 25 mm for

Mg atom/ion line combinations; 10 ug

Mg/mgz (—O—: —_D_, _A_)p 10 ug

Mgﬁnl J)r 6900 ug Na/mf% (—@—, —W—,



Figure 12.

Figure 13.

Figure B-1.

Figure B-2.

Figure B-3.

viil

Radial number density ratios, nMg+/nMg°’

at 1000W and 1.0 &/min aerosol carrier

gas flow for Mg lines employed 1n electron
density calculations; 10 ug Mg/mf at 15 mm
(—0—), 20 mm (—O—), and 25 mm
(—A—); 10 ug Mg/mf& + 6900 pg Na/mf at
%5 m (——@—), 20 mm (—X—), and 25 mm
—AaA—)

Effective electron density at 1000W and
1.0 &/min aerosol carrier gas flow for
several observation heights. Stark
broadening with deionlzed water nebulized;
Hg 486.13 nm (—QO—), Ar I 542.14 nm
(—0—), Ar I 549.59 nm (—A—). Stark
broadening with 6900 ug Na/mf& nebulized;
Hg 486.13 nm (—@—), Ar I 542.14 nm
(—*—), Ar I 549.59 nm (—+—). Saha~-
Eggert's ionization; 10 pg Mg/md (—O—),
10 pg Mg/m& + 6900 ug Na/mi (—@—)

Spatial relatlonship between the measured
lateral intensity, I(X), at displacement
X; and, the radial intensity, J(R), at
radius R from the center of a circularly
symmetric source employing side-on
observation. Rp is the boundary radius
at which no lateral intensity is detected

Two~dimensional representation of a
circularly symmetric source dlvided into

N zones of equal width, a

Schematlc representation of filve zone
subdivision of the I(X) profile
(bell-type curve case)

Page

T72b

170

148

152

158



CHAPTER I: INTRODUCTION

Inductively coupled, argon-supported plasmas (ICPtg)
possess properties that make them useful atomization-
ionization-excitation sources for analytical atomic emission
spectroscopy (1). Among the several fundamental ICP proper-
ties that have not been adequately characterized are the
excitation temperature distributions and the electron number
densities (hereafter denoted by ne) that are experienced by
the analyte species and the argon support gas. Most measure-
ments reported to date have primarily character.zed the
temperature and ng environment of the support gas in plasmas
that have not been extensively used for analytical purposes
(2-14). Recently, several experimental studies of the
excitation temperature and ng distributions experienced by
analyte species have been reported (15-20) and theoretical
treatments of these and other relevant ICP properties have
been discussed (21-23). Despite these efforts significant
discrepancies and inconsistencies still exist among the
reported results. The following typical examples may be
cited. PFirst, effective (spatially integrated) temperatures
and number densities were reported by Boumans and de Boer
(19) who concluded that their data could not be used for
explaining interelement effects because it was useless to
"speculate on what precisely happens without detailed

knowledge of the complex changes in the spatial structure of



the ICP." Second, some preliminary radial (spatially
resolved) temperatures reported by Kornblum and de Galan (16)
exhibited large scatter and pecullarly steep off-axis peak
behavior. Third, the n, values determined by Jaroz et al.
(2b) and Mermet (17a) from Stark broadening measurements were
two orders of magnitude greater than those obtained from Saha
ionization equilibrium calculations based on Mg atom/ion
emission line intensity ratios. Fourth, Kalnicky et al. (18)
recently reported spatially resolved, radial excitation
temperatures experienced by the Fe I thermometric species
that were essentlally in agreement with the values reported
by Mermet and Robin (2a) and Alder and Mermet (15) and with
the Doppler temperatures reported by Human and Scott (20) but
disagreed significantly with excitation temperatures reported
by Kornblum and de Galan (16). who cauticned that "only the
overall shapes of the distributions and the order of magni-
tude of the quantities" could be concluded from their data.
Fifth, recognized differenées still exist between computer
simulation and experimental studles of ICP's used for
spectrochemical analysis (21,22). Finally, even the tempera-
ture measurements themselves are rendered inconslistent by
the lack of accuracy and agreement in published transition
probability data (15,17,18).

The large discrepancies beiween the ng values calculated

by line broadening methods and those obtained from Saha



ionization calculations, which were reported by Jaroz et al.
(2b) and Mermet (17a) led these investigators to question the
validity of the local thermodynamic equilibrium (LTE)
assumption for the operating conditions of thelr plasma.
Clearly, more investlgations on temperature and n, distri-
butions are required to interpret dlscrepancies in reported
values and to lead to a more definitive understanding of the
atomization, lonization, and excitation processes occurring
in analytically useful ICP's. The purpose of this investi-
gation is, therefore, to examine the spatially resolved,
radial excitation temperatures and radial ng distributions
experienced by the analyte specles. These examinations
include observations at several sites in the plasma and,

with and without the presence of an easlly lonized element
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CHAPTER II. DIAGNOSTIC TECHNIQUES

LTE in Analytical Inductively Coupled Plasmas

In a rigorous sense, temperature is a physically meaning-
ful concept only when a system is in complete thermodynamic
equilibrium (TE). In such a system a unique value of tempera-
ture describes: (1) a Maxwellian velocity distribution for
all particles; (2) excitation according to Boltzmann's
distribution law; (3) ionization according to the Saha-Eggert
relationship; (4) dissociation-recombination according to
the Guldberg-Waage mass action law; and (5) the distribution
of the electromagnetic radiation according to Planck's law
(24-31). However, the strong temperature and density
gradients which exist in almost all laboratory plasmas
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follows tLhat the
radiation collected from these plasmas strongly deviates

from the Planck function distribution (29). Despite these
deviations from TE, conditions may exist for which the useful
concept of local thermodynamic equilibrium can be employed in
these plasmas. The latter applies when radiation equilibrium
is not established but all other TE relationships remain
valid and are governed by the "local temperature" even though
different temperatures are allowed at different points in the
plasma. The LTE state is reached when the local rate of

equipartition of energy over the different degrees of freedom



is much faster than the net rate of transport of heat, mass,
and radiation through the plasma.

When the various degrees of freedom are not equilibrated
it is useful to designate "temperatures" which are named
after the special process to which they apply, e.g., trans-
lation temperature, excitation temperature, etc. The better
the agreement between these temperatures, the closer the
approach to equilibrium, and the more physically meaningful
the temperature concept. The conditions necessary to assure
the validity of the LTE assumption for common laboratory
plasmas have been discussed in detall elsewhere (29,31) and
will not be reiterated here. Llkewise, many excellent
theoretical treatments related to plasma diagnostics are
available (3,11,24,29,32-48). Therefore, the following
discussions will be limited to those techniques relevant to
temperature and ng measurements.

Spectroscopic methods of temperature measurement are
generally considered superior to probe techniques because
the former do not disturb the microscopic system and, in
fact, may be the only feasible approach for high temperature
sources or for those sources which are inaccessible to
probes (3b,47,48).

The LTE state 1s generally assumed to exist In the
central portions of argon-supported, inductively coupled

plasmas sustained at atmospheric pressure (18). If this



assumption is accepted, spectroscopic techniques may be com-
bined with the Boltzmann energy distribution and the Saha-
Eggert ionization equilibrium relationships to yield tempera-
ture and g distributions. The limitations and physical
significance of the temperature values so obtained have been
adequately reviewed (30,36,40). In particular, caution must
be exercised in interpreting the physical significance of the
temperatures and Ng values determined unless appropriate
mathematical treatments, such as sbel inversion techniques
(49-58), are used to transform the experimentally measured
lateral (average) distributions of spectral line radiances to
their corresponding spatially resolved radial (local) distri-
butions. The requirements of the Abel inversion techniques
employed in this investigation are discussed in a later

section o

=

this Chapter.
The observations of Jaroz ég al. (2b) and Mermet (17)
and the results of this investigation suggest that the LTE
assumption may be invalid for some operating conditilons
employed in the spectrochemical applications of these

plasmas. Indeed, the assumption of LTE has been questioned

for other plasmas as well (45,59-63).

Temperature Calculations, Thermometric Species,

and Transition Probabilities

The relative lateral intensity of an emission line

radiating from a source in LTE with negligible self-absorption
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and homogeneous analyte distribution is given by (29,30,40)

- 4
LX) = g7 Bgp B Vgp 10 (1)

where, d = optical depth of the plasma within the viewing
field of the spectrometer, |
qu = relative transitlion probability of spontaneous
emission for the transition q —> p,
h = Planck's constant,
vqp = frequency of the emission transition,
nq(X)

number density of the emitting level at

lateral displacement X.

This equation describes the space-integrated (averaged)
emission over the depth of the plasma and, accordingly,
represents the power radiated per unit solid angle per unit
area, which is collected within the viewlng field ot the
spectrometer (29,40). Equation 1 may be combined with the

Boltzmann expression for nq to yield

d ) &g £ ¥
qu(X) = Iy qu Vap B no(X) exp - E—T%ff (2)
where, gq,go = statistical welghts of the emitting and
ground level, respectively,
no(X) = number density of the ground level at
lateral displacement X,
E = energy of the emitting level,



K

Boltzmann's constant,

T(X)

temperature at lateral displace-
ment X.
The desired relative radial (local) intensities (Jqp) are ob-
taineda from Abel inversion of the measured lateral (averaged)
intensity profiles and represent spatially resolved, per-
unit-volume quantities.

With consideration of radial quantities and by rearrange-
ment of Equation 2, the radial "slope® temperature is given by

(29,33,36,40)

g A v E Uﬂgo
kn (—Jqp%Rg =@ s n_(R) (3)

where R denotes the radial position i.1 the plasma. For
emission lines originating from the same lonization stage

a plot of #n 3%2 vs. B, should yleld a straight line with
slope equal to 1/kT(R) where, T(R) 1is the "slope" tempera-
ture at radius R. Equation (3) may be solved simultaneously

for two spectral emission lines (g+p and t+s) to yield the
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ned by the following

expression:

= - "q gp gp _ts

when Eq and Et are expressed 1ln reciprocal centimeters (cm‘l).



Certain condltions must be satisfled before Equations 3
and 4 may be used for temperature determinations, namely,
relative radial emlsslon 1ntensities must be directly
proportional to integrated line radiances and they must not
be affected by self-absorption (30). The importance of
employing quantitiles strictly proportional to integrated line
radiances for calculations based on spectroscopic measurements
where slit effects are important has been extensively treated
for molecular (64) as well as atomic lines (24,30,65),
therefore, only a brief summary will be presented here.

When emission from a spectral transition 1s monitored by
a spectrometer, the true proflle 1s distorted by the instru-
ment with the distortion being proportional to the reciprocal
of the resolving power of the monochromator. These distor-
tions are of electrical and optical origin and 1t is
convenient to treat them separately. Accurate intensities
can be obtained only if instrumental distortions are properly
accounted in the measurement. When a spectrometer 1s set at
a single value, a discrete wavelength 1s not transmitted but,
rather, a range of wavelengths are collected each of which
contributes to the recorded line profile. This wavelength
interval is referred to as the bandpass of the instrument.
The weight of each contribution can be expressed as a
function of displacement from the line center and determines
a curve called the slit function. Accurate intensity measure-

ments are made only when the bandpass of the instrument is
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negliglble in comparlison to the halfwidth of the line inten-
sity profile. The exit slit distribution is predominantly
determined by diffraction effects for slits narrow in
comparison to the wavelength of the impinging radiation.
When the slits are sufficiently wide, the contributions to
the geometrical image from diffraction and optical distortions
are rendered negligible. Thus, if the width of the exit slit
is much wider than the entrance slit, the geometrical image
of the latter falls entirely within the band pass of the
spectrometer and the measured intensity is proportional to
integrated 1line radiance (30). A trapezoidal line shape
should be obtained. Aberration and diffraction effects tend
to round off the top and base of the profile.

The lateral emission intensities obtained here were
set at the same width (15 um). Time integrated intensities
were obtained at the maximum of the respective emission line
profiles when the monochromator was 'peaked" on a line.
Under these conditions, the measurements did not represent
the integrated area (radiance) under the line profiles.
However, the peak intensitles for Fe I thermometric lines
were proportional to integrated radiances when the latter
were obtained with the exit slit much wider than the
entrance slit (30). Consequently, peak intensities were

employed in this study because: (1) these intensities were
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proportional to integrated line radiances, (2) the resolution
of the monochromator deteriorated rapidly as the exit slit
was opened wider than the entrance slit, and (3) more
elaborate measurement prbcedures were required to obtain the
integrated radiances.

Neutral iron was selected as the thermometric species
because 1ts emission lines possess desirable characteristics
for spectroscopic temperature determinations (30,40). Among
the factors considered in the line selection process were:

(a) maximal spread in excitation potentials to minimize
relative error in calculated temperatures, (b) freedom of
spectral interference from plasma components, (c) availability
of accurate transition probabilities, and (d) wavelength
proximity precluding the necessity of calibrating the detector
regponse with respect Lo wavelengiin., GO0 that the measuremcnts
and Abel inversion operations would not be too unwieldy, the
number of lines initially employed was restricted to four.

A number of Fe I transition probability tabulations were
examined for these lines (30,66-73a); of the most recent
compilations, only the Reif (30), and the Banfield
and Huber (66) collections provided transition probabllity
data on all of the four lines, and Huber and Parkinson (67)
on only two of the lines. These llnes, thelr wavelengths,
excitation energies and the statistical welghts of the

emitting levels (74), and relevant transition probability
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data are summarized in Table Inl The relative transition

probabilities for the useful sets of data were normalized to
the Fe I 371.994 nm line because the lifetime of this tran-
sition is well known (66,67). It is evident that there is
good agreement among the Fe 382.043, 382.444, and 382.588 nm
lines for the Reif and Banfield and Huber data. Thus,

a priori, good agreement in the temperature profiles should
be obtained for calculations based on these lines, but a lack
of consistency should be evident if the Fe 381.584 line were
included. Indeed, temperatures obtained with various combin-
ations of translition probabilities involving the Fe I

381.584 nm line showed this lack of consistency particularly
for those calculated from two-line combinations (18).

Because virtually identical temperature profiles resulted
from three-line slope temperature calculations (18) for
transition probability data from references 30 and 66, the
three-line set excluding the Fe I 381.584 nm line was consid-

ered acceptable for incliusion In studies for this dissertation

A SXST oL il

lAfter this dissertation research was completed an additional
transition probability tabulation (73b) was found which pro-
vided data on three of the four lines in Table I. Consider-
ation of these values revealed good agreement with the Fe I
382.043 nm and 382.588 nm line data but not for the 381.584
nm line. Inclusion of these data would neither change the
conclusions drawn about these lines nor affect the tempera-
ture results obtalned with the iines employed from this
table.
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Table I. Fe I emisslon line data (four-line set)

A(nm)@ Eq(cm‘l)b gqc Relative Transition Probabilitiesd
R BH HP

381.584 38175 7 0.948 1.540 1.530
382.043 33096 9 0.638 0.656 0.882
382. 444 26140 7 0.0283 0.0292 —-
382.588 33507 7 0.567 0.61C -

a) = wavelength of the transition q —> p, and for
subsequent tables.

b

Eq = excltation energy of the emltting level, and for
subsequent tables,

Cg = statistical welight of the emltting level, and for

subsequgnt tables.

Relative transition probabilities normalized to the
Fe I 371.994 nm line by A371 994 = 0,163 R = Relf (30);
BH = Banfield and Huber (66); HP = Huber and Parkinson (67).
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An additional Fe I ten-line set was selected for
temperature measurements; the relevant data for these lines
are summarized in Table II.l In selectinz these 1ines, the
criteria discussed previously as well as consistency among
the transition probability data were emphasized. An Ar I
eight-line set was also selected for determination of the
excitation temperature environment experienced by the support
gas. The relevant data for these lines are given in Table
III (74-80).

The operation of the temperature and Abel inversion
computer program for slope temperature calculations employed
in this dissertation research is dlscussed in Appendix A.

A listing of the source statements of this program 1s also

included in this appendix.

Abel Inversion Calculations and Source Symmetry

Excellent discussions of the basic prineciples of the
Abel inversion calculation and the various methods of solu-

tion are found in references 49 and 50. Preliminary

Ihe Bridges and Kornblith tabulation (73b) also provided
transition probability data on these lines which were in
excellent agreement with the values listed in Table II. As
before, inclusion of these data would neither significantly
change the conclusions drawn about these lines nor the
temperatures cbtalned with them.
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Table II. TFe I emission line data (ten-line set)

A(nm) Eq(cm"l) By Relative Transition Probabilities
R BH HP

367.992 27167 9 0.0138 0.0151 0.0169
370.557 27395 7 0.0328 0.0341 0.0372
371.994 26875 11 0.163 0.163 0.163
372.256 27560 5 0.0505 0.0531 0.0580
373.487 33695 11 0.886 0.776 0.867
373.713 27167 9 0.143 0.140 0.143
374.826 27560 5 0.0904 0.0870 0.0994
374.949 34040 9 0.744 0.681 0.798
375.824 34329 7 0.611 0.611 0.674
376.379 34547 5 0.523 0.610 0.622




Table III. Ar I emlssion line data 3
A(nm) Eq(cm—l) a A x 1077 (sec—l)a
AP MC CS BTW G BW
425,118 116,660 3 0.0085 0.0089 0.0132 0.0075 0.0079 0.0076
425,936 118,871 0.360 0.3665 0.450 0.3643 0.360 0.320
426.629 117,184 5 0.028 0.0265 0.036 0.0294 0.028 0.023
427.217 117,151 3 0.071 0.0588 0.090 0.0769 0.071 0.063
430.010 116,999 5 0.C34 0.0318 0.042 0.0366 0.034 0.031
433.356 118,469 5 0.049 0.0506 0.074 0.0551 0.049 0.048
433.535 118,459 3 0.0333 0.0308 0.04y 0.0385 0.040 0.029
434,545 118,408 3 0.028 1.,0273 0.041 0.0273 0.028 0.022
@absolute transition probabllitlies: AP = Aﬁcock and Plumtree (75);
MC = Malone and Corcoran (76); CS Corliss and Shumaker (77); BTW = B. T. Wujec

(78); G

Gericke (79); BW

B'

Wend= (80).

9T
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calculations indicated that the Cremers and Birkebak data
approximation method (50) was superior to the numerical method
of Nestor and Olsen (49). The Cremers and Birkebak method
provided: (a) bettzr agreement of calculated radial
coefficients with known values (v1-2%) when integrable test
functions were employed (53) and, (b) less scatter in calcu-
lated radial intensities when real data were employed. The
computational procedures and error analyses for these methods
are discussed in Appendix B. An F-test for best fit (81)

from the linear to the maximum allowed lU-th degree fit and
polynomials of the type of Equations B20 and B36 in

Appendix B were applied to smoothed lateral intensity profiles
when the Cremers and Birkebak method was employed. Second
degree polynomials with ~20 points per profile were generally
found toc preovide adequate fits for bell-type lateral profiles
but higher degree fits were required for toroidal distri-
butions.

The optical system employed and the emission symmetry of
the radiating source must meet several requirements if lateral
eqalssion profiles are to be reliably transformed by Abel
inversion techniques. Figure B-1 (Appendix B) 1llustrates the
spatial relationship between the measurcd laterai intensity,
I(X), at displacement X; and, the radial intensity, J(R), at
radius R from the center of a circularly symmetric source

when normal slde-on cbservatlon is employed. Examination of
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this diagram reveals that the followilng conditions are
necessary prerequisites for reliable radial intensity calcu-
lations:

1) The depth-of-field (DOF) of the optical transfer
system (OTS) must extend beyond the source
boundaries.

2) The analyte emission intensity distribution must
be circularly symmetric about the plasma axis.

In addition to these requirements, the plasma source must be
optically thin, 1l.e., there must be negligible self-
absorption of the emission lines of interest.

For the ideal case thé OTS would have infinite DOF so
that all emission points within the source volume along the
optical axis would be transferred with exactly the same
ver, the DOF of any real 0TS is not infinite
so that defocussing along the optical axls is an important
consideration (82) when relative intensity measurements are
made. For radial intenslity calculations a DOF extending
beyond the plasma boundaries 1s sufficlent. This 1s accom-
plished with a low aperture optical systemv(f/HO to £/50) in
which the lens and monochromator entrance slit are stopped
to a diameter so that the plasma volume observed 1s
essentlally cylindrical. When the latter condition prevails
the observed solid angle 1s chosen so that any two lines

Yl = X and Y2 = X + AX (Figure B-1) defining the lateral
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sampling zone for an I(X) value can be considered parallel.
For the wavelength range employed in the present investi-
gation, the focal length of the lens was about 150 mm so that
a 3 mm diaphragm produced an approximate f/50 system. Hence,
at a plasma radius of 10 mm, the £/50 system sampled radiation
over a cross section of 0.2 mm diameter. With the above
conditions the DOF extended beyond the plasma boundaries and,
defocussing problems were minimlzed. The large aperture
optical systems normally employed 1n analytlcal investigations
cannot be used if preclse lateral intensities are to be
measured. The enlarged acceptance cone of such systems
introduces defocussing problems into lateral intensity
measurements, leading to distorted lateral intensity profiles,
and, subsequently, erroneous radial intensity and temperature
distributicns.

The second condition necessary for reliable radial
intensity determination was verified when profiles across the
entlre emission zone showed circular symmetry about the plasma
axls. Experimental verification of this symmetry criterion is
presented later in the RESULTS section (Chapter V) of this
thesis. The requirement of negliglble self-absorption was
verified for the analyte thermometric lines of interest when
plots of log I(X) vs. log C showed linearity over several

orders of magnltude 'n concentration.



20

Electron Number Density Measurements

Saha-Eggert's ionization equilibria methods

The theory and application of ng determinations from
Saha-Eggert ionization equilibrium calculations has been
discussed elsewhere (29,36,40,83). This method requires the
measurement of relative emission line intensities from
successive ilonization stages, generally for the neutral atom
and singly ionized species. When these intensitles are
combined with the known equilibrium relationships between
spectral emission and temperature and with the Saha-Eggert's
expression, the n, may be calculated. The ng values S0
obtained are dependent upon the assumption that the plasma 1is
in the LTE state, which may not be the case.

Five elements with neutral atom ionization potentials
ranging from 6.11 eV (Ca I) to 9.39 eV (Zn I) were selected
for atom/ion emission line intensity measurements. The
factors considered in the selection process were: (a) avail-
ability of sufficiently intense atom/ion line pairs;

(b) availability of transition probability data for the atom
and ion lines; (c¢) closely matched excitation energles for
the atom and ion lines so that the exponential temperature
effect would be minimized; (d) freedom from spectral
interferences; and (e) wavelength proximity precluding the
necessity of calibrating the dectector response with respect

to wavelength. The line wavelengths, thelr excltation
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energles, statistical welghts of emitting levels (74,84) and

transition probabllity data (66,85-92) for the species

selected are glven in Table IV. The last column of this table

gives the averages and * 1limits of the gA) ratios listed. The

relative + limits range from about *2% for Ca to *12% for Cd.
For the emission lines of the neutral atom and first

ionized species the radial n_ 1s glven by (29,36,40)

0 4, 4,0
n (R) = 4.83 x 1090 LABL AL (g 3/2
J(R) g A"A (5)
+ .0 .0 0
x exp E -E ,Ei +AE1
k T(R)

where, (O),(+) denote the neutral atom and singly ionized

specles, respectively,

A = wavelength of the emission vtransition,
Eio = Jjonlzation energy of the neutral atom
specles,
AEiO = lowering of the lonization energy.

A AEiO correction was applied to the lonlzatlion energy to
account for the interactlion of free atom étates wlth the
electric microfield, which 1s produced by the charged plasma
particles (31,36). A4 number of methods for calculating AEiO
have been reported (31,36,59). When the Unsdld formula (31)

was applied, a value of AEiO = 403 em~t (0.05 eV) was found



Table IV. Emlssion llne data for Saha-Eggert's electron number denslty calculations

o ,0 .+
Species x{nm) E (cm-l) g E_A_ 2  Ratios? Average Ratio
a a et At 2O

Ca I 422.673 23652 3 b

Ca II 396.847 25192 2 2.173¢&(SL), 2.0488(sSG), 2.1029(NBS) 2.0911 * 0.0379

Mg I 285.213 35087 3

Mg II 279.553 35732 I 1.4317(8L), 1.504(ADJS), 1.333(SG), 1.4066 + 0.0773
1.3578(NBS)

Mg II 280.270 35652 2 2.8708(8L), 3.0161(ADJS), 2.6649(SG), 2.8273 = 0.154

2.743(NBS)

Fe I 252.285 39626 9

Fe II 258.588 38660 8 3.4050{AS 1), 2.8658(BH/H) 3.1354 + 0.270

cd I 228.802 43692 3

cd II 226.502 L4336 2 2.6575(AS 2), 3.3949(BS) 3.0262 + 0.369

Zn I 213.86 Leths 3

Zn II 206.19 L8481 2 3.0290(AS 2), 2.5203(BS) 2.7747 = 0.254

@Numerals I,II and superscripts (O),(+) denote neutral atom and first ion
species, respectively.

Ppransition probability sources: ADJS = Andersen, et al. (85); AS 1 = Assousa
and Smith (86); AS 2 = Andersen and Sorensen (87); BH/H = Banfield and Huber (66) and
Huber (88); BS = Bauman and Smith (89); NBS = National Bureau of Standards (90);

SG = Smith and Gallagher (91); SL = 3mith and Liszt (92).

ce
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to be compatible with the temperatures and densities consid-
ered in this study.
The ratio of the ion number density to that of the

neutral atoms 1s given by (40)

nX+(R) J+(R) gOAOA+ Z+[T(R)] E+_Eo
= . . . (6)
Nyo(R 7°(R) g+AfAO 72°[T(R) ] ©XP {KT(R)

where, Z[T(R)] is the partition function for the radial
temperature T(R). Partition functions for neutral atom and
singly ionized species were calculated from the method
suggested by Griem (36), which included a correction for the
lowering of the ionization energy. The details of the
partition function calculations and the Saha ng computer
program employed in this investigation are discussed in

Appendix C.

Stark broadening methods

The theory and application of Stark broadening methods
-for the determination of ng in plasmas has been discussed
extensively (36,93-98). Atomic hydrogen lines are most
frequently employed for these calculations because of the
avallability of extenslve tabulations of Stark broadening
parameters for the complete line profiles (36,96,98) and
because the theory 1s somewhat simpler to apply and more
accurate than that for multlelectron atomic species. Griem

(36,96) has also tabulated Stark broadening parameters for
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the emission lines of a number of other neutral atom and

singly lonized species,

H8 line The HB line (486,13 nm) was selected for n,

calculations because: (a) it is free from spectral inter-
ference by plasma components; (b) the range of half-Widths
anticipated (v1.0 to 5.0 ﬁ) and the relative intensities
observed were of sufficlient magnitude to allow accurate
measurement at various observation heights in the plasma;
(c) extensive Stark data were avallable for the complete line
profile (96,98) encompassing a broad range of n, values and
temperatures; and (d) greater accuracy 1s generally associ-
ated with Stark calculations for the HB line than for other
atomic hydrogén 1ines; The thébry dévélopéd by Griem (36);
Kepple and Griem (95) and Griem (96) and the tabulated Stark
parameters from Videl et al. (98) were employed 1in these
calculations.

The Stark width for the HB line is related to ng by (94-
96,98)
(135, (R) ]3/2

ne(R) = i2a%(2.61'e?f (7)

where AAS%(R) Stark half-width at radius R,
ot;5 = reduced Stark profile half-width
parameter,

e = electrostatlc unit of charge.

Equation 7 cannot be used directly unless experimental line
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profiles have been deconvoluted to account for Doppler and
instrument broadening. This correctlon, on a half-width
basis, is not a straightforward procedure. A simpler alter-
native i1s to use pure Stark reduced profiles, S(a), at various
n, and temperature combinations (98) as base values and then
apply convolution calculations to account for other broadening
contributions. These calculations were accomplished as
follows: (a) Doppler profiles were convoluted with the S(a)
profiles (98) to yield Doppler corrected profiles, SD(a) and
(b) the instrument profile was measured (99) and then convo-
luted with the SD(a) profiles to yield the desired instrument
and Doppler corrected Stark profiles, S(a”). This convolution
procedure ylelded a set of reduced half-widths, a'%, which
could be compared directly wlth experlmentally observed H6

 an o) \
naif-widths, Ax . (R). When these guantilties were

<11
WNAM B Ve VA VD e

for AASL(R) and «, in Equation 7 and the constants were
‘2 2

evaluated, the radial n, was given by

m° (r)] 32
(8)

n (R) = 7.9658 x 1012 {———5———
@y

R

A discussion of the detalls and accuracy of the convolution
procedure and of the HB n, computer program employed in this
study is given in Appendlx D.

Ar I lines The Ar T 542.135 and 549.588 nm lines
were also employed for effective n, determinations; the Stark

parameters given by Griem (36,96) were used in these
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calculations. The parameters for n, values and temperatures
not listed were obtained by using the scaling procedure indi-
cated in the description of these parameters (36,96).

For neutral atom emitters the Stark half-widths are gilven

approximately by (36,96)

a3°, T 2wl + 1.75 A (1-0.75 R")] (9)
where w = electron impact width, proportional to Ngs
A = ion broadening parameter, proportional to
L
(n )%,
R® = ratlo of the mean distance between lons,

rl, to the Debye radius Pp:

The R” term in Equation 9, which 1s a measure of lon-~ion

correlations and Debye shielding, is given by (36,96)

'ﬂl/6 e (n )1/6

(10)
(kT)% e

R® = rl/pD = 1.82
where, k is the Boltzmann constant and other symbols have
their usual meaning. Values of w and A are tabulated for
Ar I lines by Griem (36,96) for n, = 1016 em™3 and tempera-
tures of 2,500; 5,000; 10,000; 20,000; and 40,000 K. Stark
half-widths were calculated from the w and A parameters given
for the Ar I 542.135 nm line and for the 549.588 nm line in

references 36 and 96, respectively. These A}\'S;5 values were

obtained for each line at the temperatures listed and for
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6 em™3 1n half-order steps by appropriate

ng from 1013'5 to 101
scaling of the tabulated w and A values (36,96). The Gaussian
contribution to Ar I line half-widths, AAG%, was calculated
from the Doppler and instrument profile contributions (99);

a value of MG;E = 0.22 R was employed for-temperatures of

T = 2,500 K to 10,000 K.
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CHAPTER III: FACILITIES
Experimental Pacllities

The experimental facilitiles, except as modified for this
study, were adapted from those previously described by Scott
et al. (100). The principal components of the equipment
employed here are outlined in Table V and the modifications
incorporated for this study are described below.

The mechanism for positioning the impedance matching
network was altered to provide for adjustment along the
optical axls as well as providing the capability of precise
horizontal and vertical positioning of the plasma torch. To
achieve the latter the impedance matching network and plasma
torch were mounted on a stand which allowed movement of the
torch vertically, horizontally (laterally). and parallel to
the monochromator optical axis. The vertical and horizontal
movements could be read to *+ 0.05 mm on a vernier scale.

The parallel torch movement and lens positioning along the
optical axis were accurate to * 0.5 mm. A He-Ne laser

(A = 632.8 nm, C. W. Radiation Inc., Mountain View, CA) was
employed for optical alignment and to check the validity of
the horizontal and parallel movements of the torch. The
lens aperture and the monochromator entrance slit were
limited to 3 mm openings to achleve compllance with the

criterla necessary for Abel inversion calculatilons.
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Table V. Experimental facilities and operating conditions

Plasma Generation

Radiofrequency generator Fixed frequency (27.12 MHz), 1.5
kW crystal controlled oscillator
and air-cooled amplifier (Inter-
national Plasma Corporation,
Hayward, CA). A feedback
circuit was added to this facil-
ity to maintain constant forward
power in the transmission line
(type RG-8U coaxial cable) to
the impedence matchiling network
by controlling the screen
voltage of the oscillator.
Forward power in the transmis-
slon line was measured with a
Thruline Wattmeter (Model 43,
2500~-H Element, Bird Electronics
Corp., Cleveland, OH).

Impedence matching network Variable (30-turn) vacuum capac-
itor coupling circuit (Inter-
national Plasma Corporation,
reference 100. Copper, two-
turn, water-cooled load coil,

5 mm o.d.

Plasma torch Concentric quartz tube arrange-
ment similar to that described
previously (101). Inner and
outer tubes were clear precision
quartz tubing (Wilmad Glass Co.,
Buena, NJ). Spacing between
inner and outer tubes and,
position of aerosol injector
tube accurately set with a
machined brass alignment plug
during torch construction.

coolant tube Outer tube, 20 * 0.025 mm o.d.,
18.05 + 0.025 mm i.d.
plasma tube Inner tube, 15 * 0.025 mm o.d.,

13 + 0.025 mm i.4d.



Table V. (Continued)
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aerosol tube

Argon flow rates

Ignition

Nebulizer

T

Ui

(@]

[

Clear fused quartz, 6 mm o.d.,
4 mm 1.d4., tapered orifice,
1.5mm 1.d.

Coolant; 12.5 &/min.

Plasma; Optional, used when
igniting the plasma to
prevent "burning" the
plasma and aerosol
tubes.

Aerosol; 1.0 &/min and 1.3 &/

min.

Tesla coil ignition with no
aerosol flow and coolant-plasma
flow of approximately 15 &/min.
After the plasma was formed the
tesla coil was shut off and
flow rates were adjusted to
operating values.

O e
gerneras 1ofl

Right-angle pneumatilc, uptake
approximately 2.5 m&/min at
1.0 2/min aerosol flow,
construction details given in
reference 102.

Dual tube aerosol chamber (100)
and (later) a simpler Teflon and
glass chamber (103). The
simpler chamber reduced the
clear-out time between sample-
background readings.
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Spectroscoplc Equipment

Spectrometer

Grating

Slits

Reciprocal linear
dispersion

Detector

Optical transfer system

Integrator

Recorder

0.5 meter, Ebert mount, scanning
monochromator (Jarrell-Ash
Division, Fisher Scientifilec Co.,
Waltham, MA, Model No. 82000).

1180 ﬁulings/mm, blazed at
2500 A, first order.

Fixed, 15 um entrance and exit,
entrance slit height masked to
3 mm.

16 8/mm, first order.

EMI 6256B photomultiplier, S-13
response (Gencom Division,
Emitronics, Inc., Plainview, NY)

Plasma emission focussed by 16
em focal length x 5 cm diameter
plano-convex, fused quartz lens
with aperture limited to 3 mm

by adjustable l1ris diaphragnm
concentrically mounted on the
lens holder. Lens positioned at
twice the focal length (2f) from
the entrance slit and plasma
central axis for each wavelength
reglon studied.

Iinear piccammeter with zero

suppression (Keithly Instruments,
Cleveland, OH, Model 417)

Digital readout system, hard copy
only (Infotronics, Houston, TX,
Model CRS-80).

X-Y recorder (Moseley Division,
Hewlett-Packard, Pasadena, CA,
Model 7001-A).




32

The power supply to the fllament of the RF generator
power tube was modified to accommodate time-independent
relative intensity measurements. With reference to this
modification it 1s worth noting that many high frequency
generators produce a sinusoidal 60 Hz modulation on the
forward power high voltage envelope; this was found to be
true for the radio-frequency (RF) generator employed in this
investigation. Consequently, emission from analyte and Ar I
lines observed in the plasma displayed similar 60 Hz modu-
lations; the peak-to-peak magnitudes of these modulations
were a sensitive function of the excitation energiles.
Subsequently, the relatlve intensities obtained represented
time-averages over the integration period employed for the

intensity measurements; these intensitles ylelded erroneous

Experimental verification of this effect 1s provided by
the oscilloscope tracings shown in Figure 1 for the Fe I

381.584 nm and 382.444 nm lines; these neutral atom lines

1 1

possessed excitation energies of 38,175 cm ~ and 26,140 cm —,
respectively. The tracings shown in Flgure 1 were obtained
by filtering the signal current taken directly from the
photomultiplier tube output. Trace C for the higher exci-
tation potential line clearly displays greater intensity

sensitivity to forward power modulation than does the lower

excitation potential line shown in trace B. Consequently,
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Figure 1.

Oscilloscope tracings showlng emission
intensity modulation with a 60 Hz ripple
on the forward power to the plasma:

(A) dark current, (B) Fe I 382.444 nm,
(C) Fe I 381.584 nm
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the intensity ratio of the two lines was significantly
different in the peak and valley regions of the oscilloscope
tracings. The peak and valley relative intensities (above
dark current), intensity ratios, and the corresponding two-
line temperatures calculated from these ratlos with two sets
of transition probabllities are summarized in Table VI.
Because peak values were clearly &15% higher than the valley
temperatures, erroneous time-averaged excitation temperatures
were obtalned under these conditions. These temperatures
were biased by the excitation energy range of the lines
employed. The actual time-independent temperatures were
obtained when the 60 Hz ripple was eliminated from the
generator power tube fllament. Thils was accomplished with
the DC power supply which by-passed the generator ac supply,
the source of the 60 Hz modulation. With the elimination of
the 60 Hz ripple on the RF forward power, a smaller 120 Hz
sawtooth ripple of 9% peak-to-peak magnitude, remained.
The 120 Hz ripple was reduced to V3% near maximum power and
to <1% at 900 W by increasing the generator high voltage
filtering network capacitance from 4uF to 12uF. For the
latter the reflected power was reduced from V10 W to v1 W

when the 60 Hz ripple was eliminated.
Computer Facilities

O0ff-line computer calculations were handled by PL1 and

FORTRAN IV programs which were processed on the IBM 370/158
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Table VI. Intensities, intensity ratios, and two-line
temperatures for Fe I lines 1n peak and valley
regions with 60 Hz modulation on the forward power

Region Relative Intensity Ratio® Temperature (K)

Fe I 381.584 Fe I 382.444 R BH
peak 3.3 1.4 0.42 6500 5600
valley 1.3 0.85 0.65 5600 4900

aIntensity ratio, I382,M44/I381.584'

bTransition probability data: BH = Banfileld and Huber
(66); R = Reif (30).
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and M/65 facilities at the Iowa State University Computations
Center. Remote processing was accomplished with the facili-
ties located at the Ames Laboratory Computer Garage. The
expert assistance provided by the staff of the Ames Laboratory
Computer Service Group was invaluable during the writing and
debugging of a number of the programs employed in this
investigation. The ASR 35 teletype 1n B28 Spedding Hall was
employed to process CPS/PL1 jobs which were mainly used for
disk data file maﬁagement. A Digital Equlpment Corporation
(DEC) PDP 8/e minicomputer with 8K of core was employed for
some preliminary on-line profiling experiments on a different
plasma facility than the one used in this study. The
characteristics and potential of this DEC PDP 8/e plasma
system will be briefly discussed in a later chapter of this

Aot o
VIIC O LW .
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CHAPTER IV: EXPERIMENTAL PROCEDURES

Intensity Measurements, Lateral Profiling,

and Abel Inversions

The analyte thermometric species (Fe I) was nebulized
into the plasma (100,102,103) as a 150 ug Fe/mf solution.
The relative intensities of the Fe I emlssion lines listed in
Table II and those‘for the three-line set from Table I were
measured at increasing lateral displacements (0.4-1.0 mm
intervals) from the axial channel of the plasma until the
signals could no longer be detected. Three to four data
points on the opposite side of center were also collected to
assure accurate location of the vertical symmetry axis of the
plasma. The latter was taken at the position of the peak of
the symmetric belli~type Tateral distributions after a smeoth
curve was drawn through the original data points. Spectral
backgrounds at each emission line of interest were measured
while deionized water was aspirated into the plasma. The
signals and spectral backgrounds were integrated over an
8-second period. The net relative intensities used in the
final calculations were the averages of three to five back-
ground corrected values. These relative intensities were
plotted vs. displacement to construct a lateral proflle for
each Fe I line of Interest. Relatlve intensity measurements
were taken for all lines at a glven dlisplacement before pro-

ceeding to the next lateral observation zone.
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Complete lateral profiles from one edge of the plasma
through the geometric center to the opposite edge were
obtained in a similar fashilon for the neutral atom and first
ion lines listed in Table IV. The center of the bell-type
profiles so obtained was taken at the peak of the distribu-
tion. Complete lateral profiles wlth water nebulized into
the plasma at an aerosol carrier gas flow of 1.0 2/min were
also obtained for the Ar I spectral lines listed in Table III.
The spectral backgrounds for these Ar I lines were obtained
from the continuum emisslon adjacent to the lines. The
center of the toroildally-shaped lateral distributions
obtained for these Ar I lines was taken as the midpoint

between the off-axis peaks.

The Cremers and Birkebak Abel inversion method described

previously

was used to cbtain spatially resclved radial

intensity distributions from the corresponding lateral pro-
files. The right and left portions of the complete lateral
intensity profiles discussed above were inverted separately

for comparative purposes.

Temperature Calculations

The slope method described previously (Equation 3) was
used to calculate radial excitatlon temperature distributions
from the corresponding radial intensity profilles. The temper-

ature profiles so obtailned for the different thermometric
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species, Fe I an

£
J=

Ar I, and for different Fe T 1line sets and
transition probabilities are compared later in Chapter V of
this thesis.

Electron Number Densilty from Saha-Eggert's

Tonization Calculations

Equation 5 was used to calculate radial ng values from
the corresponding radial intensities for the atom/ion line

OA+/g+A+AO) ratios given in

combinations and average (g°a
Table IV. Radial number density ratios (nX+(R)/nXO(R)) were
obtained from Equation 6 for the atom/ion line combinations

listed in thils table. A listing of the source statements of

the computer program employed In these calculations is given

in Appendix C.

Electron Number Density from Stark

Broadening Calculations

H. line
8

Wavelength scans over the HB line profile were obtained
at successive lateral dilsplacements across the plasma dis-
charge. First, each scan was divided into ~25 constituent
wavelengths spanning the entire interval of the HB line pro-
file. Second, lateral profiles were constructed for each
constituent wavelength and the spectral background was

interpolated from the continuum emission beyond the HB line
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wings. Third, radial intensity profiles were obtained from
the corresponding lateral profiles for each constituent wave-
length by employing the Abel inversion method described
previously. Finally, the HB profile at each radial position
was reconstructed from the radial intensity data; the radial

half-widths, Ako%(R), were measured from these H, profiles.

B
A FORTRAN IV computer program was written to perform the
ng calculations. The details of this program are discussed
and a listing of the source statements is given in Appendix
D. The computer calculations were performed as follows.
First, a matrix of a'% Vs. 1oglo T values was constructed
from the instrument and Doppler corrected isduced Stark half-
width data (98) for n_ from 10*2 to 10*® em™ in half-order
steps, and for temperatures of 2,500; 5,000; 10,0005 20,0003
and 40,000 K. The values oblalned are shown in Figure 2.
Second, the value of AAO%(R) obtained as described above was

]3/2

inserted into Equation 8 to evaluate the [AAO%(R) term.
Third, [a’%, ne(R)] pairs were calculated by appropriate
interpolation methods (98) for the Fe I excitation
temperature, T(R), at radius R. Fourth, an approximate
[a’%]o was selected and inserted into Equation 8 to calculate
a zero-ordcr approximation to the electron density, [ne(R)]O.
Fifth, a first-order [a‘%]l value was interpolated from the

a”y Vs. n_(R) relationship and from the value of [ne(R)]O.
2 ~

This value for [a’%]l was used in Equation 8 to give a



Figure 2.

Reduced Stark profile half-widths, a’%,
corrected for Doppler and instrument
broadening plotted vs. log,., T for elec-
12 0 45 3
tron densities from 10 to 10 cm for

the HB 486.13 nm line



42

o
-
3.162 %10 =
L |
(\Y]
€
3 i
3
w
L
~
o<t -
]
N
S
8 0.8} .
v 4/“\‘ ‘Gl?‘»
0.6 — /:’ 1
=
04k —
_x- 3.162x10°
A X
02, X - Ixi0¥ n
S
7~ -~
@ 1
. 3.162x10'4
Q.10 — . I 1019 -
%
0.08 1= — 3.162x10'° N
' - 1% 1016
- /
0.06 |- ~
0.04 - ~
it [ [ 1
2 345 0 20 3040

TEMPERATURE x 10™2 (K)

ASY




43

first-order electron density, [ne(R)]l. Finally, this
procedure was repeated lteratively until a self-consistent
pair of [a’%, ne(R)] values was obtained to the desired

accuracy.

Ar T lines

Wavelength scans over the lateral (effective) Ar I line
profiles were obtained at the central axis of the plasma
discharge. The Ar I lines were assumed to have Voigt profiles
so that the tabulated half-width ratios (93); i.e., AAS%/AAG%
and AAS%/AA%, could be used to calculate the expected experi-
nental half-width, AA%, at the appropriate n, and temperature
combinations. The A)\S;S/A)c;i ratlios were plotted as a function
of the A)\SJ‘E/MG;i ratios for the values given in reference 93.
Equation 9 was used to calculate the AkS!E values and the
A)C'S;“;/AAG;5 ratio was obtained from the Stark half-wldth and
the known value for AAG%. The corresponding M'S%/A)\;5 ratio
was interpolated from the plot and the AA% value was calcu-
lated from this ratio. This procedure was used to obtain
AA% values for each Ar T line at each n, and temperature
combination considered. The semi-log plots of AA% vs. 1og10 T
which were constructed for each line in half-order steps for
n, from 10139 o 1016 em™3 are shown in Figure 3. The ng

corresponding to an experimentally measured Ar I line

half-width was then obtalned by llnear interpolation between



Figure 3. Doppler and instrument profile corrected
Stark half-widths for Ar 1 lines,

A\, vs. log,~ T for electron density
513,580 T 16 3
from 107~"7 to 10 cm



45

—

7

Ar | 542135 —o— 3.162x10'

221~ Ar | 545588 --4-- e ]
—

_

-
/
-

14
A 31620

:g: IXiOM
0.2 [-=A7 F==R==——0= 8 8 —]
3.162x10'3

0 1 | l l
2 5 10 20 40
TEMPERATURE x 10”3 (K)




L6

the values plotted in this figure. Effective temperatures
were estimated for observation heights at which no measure-

ments were obtalned, i.e., below 15 mm.



47
CHAPTER V: RESULTS AND DISCUSSION
Symmetry

The bell-type lateral Intenslity distributions which were
obtained for Fe I thermometric emission lines complled well
with the circular symmetry requirement discussed in Chapter
II. The bell-type profiles of the emilssion lines glven in
Table IV for Saha-Eggert's g calculatlions were also in com-
pliance with this symmetry criterion. In contrast, the
toroidally shaped Ar I lateral intensity distributions for
the thermometric lines given in Table III showed deviations
from symmetry primarily in the off-axis reglons. The lateral
intensity distributions for the wavelength constituents of

the HB line profile displayed similar toroidal shapes and

-~y

PR S PN D e 3 o~ Vs n
similar deviatvions &

lateral distributions are discussed in the following sections.

Intensity Distributions of

Analyte Lines

Figure U4 shows typical lateral intensity profiles for
the Zn, Fe, and Ca atomlic and lonic emission lines listed in
Table IV. It 1s seen that bell-type intensity distributions
were obtained for the wide range of excitation and lonilzation
energies represented by the spectral lines of these species.

Similar proflles were obtalned for the Mg and Cd atomic and



fFigure 4. Lateral profiles for
1000 W and 1.0 &/min
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ionic lines from Table IV. The corresponding Abel inverted
radial intenslty profiles showed similar bell-type behavior.

The addition of a large excess of an EIE should, under
equilibrium conditions, suppress lonization of the analyte
species. The trends of the Ca profiles in Figure 4 tend to
support this interpretation, i.e., the atomic line 1is
slightly enhanced while the lonic line 1s relatively more
depressed. However, the axial depressions in the atomlc
line profilles of Fe and Zn suggest lonizatlon suppression
1s not the dominating process. Thils suggestion is supported
by the data in Table VII which lists lon/atom lateral or
"averaged" intensity ratios at the plasma central axis for
the line profiles shown in Figure 4 and for the Mg and Cd
lines listed in Table IV. Again, the exlstence of some
1ization su ppression is indicated by the decrease
in these ratios upon the addition of Na to the plasma but,
in comparison to flames., the suppression is surprisingly
small (104). These unusually small interference effects
were first reported by Larson et al. (103) and confirmed
later by Mermet and assoclates (105) and by Boumans and
de Boer (lc).

Further evidence that ionization suppresslon plays only
a minor role at least under some combinations of experimental
conditions is found in the radlal relatlive intensity profilles
shown in Figure 5 for the Fe I 382.043 nm emission line.

These profiles ciearly show that Fe I radial intensity
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Table VII. Ion to neutral atom lateral intensity ratlos for
lines of Zn, Cd, Fe, Mg and Ca wlth and without

added Na
+, 0 a (x*/1°)Na
Species I /I° Ratilos
Without Na With 6900 pg Na/mb (17/1%)
7n 0.22 0.18 0.82
ca 0.88 0.67 0.76
Fe b.6 3.8 0.83
b
Mg 10.4 9.9 0.95
Mg® 5.3 5.1 0.96
Ca 85 70 0.82
A

e R T A [ SupRRURY S RO ~
Relative intensity ratioc, ilon linc intensity/atom line

intensity.

PTon 1ine, Mg II 279.553 nm.

®Ion 1line, Mg II 280.270 nm.



FPigure 5.

Radial intensity distributions for the Fe I
382.043 nm line at 1000W for three observation
heights and two aerosol carrier gas flows;

150 pg Fe/m& (—Q—) and 150 ug Fe/mL +

6900 ug Na/md (—A—)
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distributions are essentlally unchanged upon addition of Na
as an EIE at the lower aerosol carrler gas flow but, are
enhanced about two-fold at the higher flow.

These observations 1mply that greater interferences due
to the presence of an EIE would be expected to occur at
higher aerosol carriler gas flows when lateral intensities are
measured under analytical experimental conditions. Indeed,
Larson et al. (103) and Boumans and de Boer (lc) have
established that this is so. It is important to note that
the combination of argon carrier gas flow of ~1.0 %/min and
an observation height of ~15-20 mm corresponds to the values
of these parameters that lead to excellent powers of detection
and a low degree of ionization and other interelement Inter-

actions (1b,1c¢,103).

Intensity Distributions of

Ar Lines

The typical toroidal lateral and radial relative inten-
sity distributions for the Ar I 425,936 nm line reproduced in
Figure 6 clearly show that both the lateral and radial
profiles are asymmetric, as evidenced by the larger left slde
peak in the lateral profile and by the dlsagreement between
right and left side intensities in the central reglon of the
radial profile. These observatlons are typical for Ar I
profiles, even though elaborate precautions were taken 1n

order to assure symmetry in the construction of the plasma
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flow
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torch. Evidently very critical adjustments beyond present
fabrication technology are required for precise control of Ar
flow patterns. Asymmetry in the magnetic and electric flelds
induced by the load coil and in the interaction of these
fields with the Ar plasma support gas may also contribute to
asymmetry in the Ar I lateral profiles. The toroidal lateral
and radial relative intensity distributions which were ob-
tained for the constituents of the HB line proflle displayed
similar asymmetric characteristics. Other investigators have
also reported similar problems with asymmetric toroidal
lateral intensity distributions when Abel inversion methods
have been applied to these profiles (2a,15,16,45). These
results suggest that further refinements in torch and coil
design should be explored ultimately; these studies were not
considered imporitant enough (o Justifly thelr inclusion in the

present context.

Temperature Profiles

The excitation temperatures obtained from Equation 3 for
analyte (Fe I) and support gas (Ar I) thermometric lines are
plotted in Figure 7. It 1is seen that the excitation tempera-
tures calculated from different sets of transition probabili-
ities (30,66,67) for the Fe I three-line set (From Table I)
and for the expanded ten-line sel (given in Table II) agree

to within ~3% in the axial channel region and within * 10%



Figure 7. Radial excltation temperatures at 15 mm,
1000W and 1.0 %/min aerosol carrier gas flow.
Ar I eight-line with Corliss and Shumaker (77)
transition probability data (—@—); Fe I
ten-line with Huber and Parkinson (67) data
(—X—) and with Reif (30) and Banfield and

Reif data (—A—) and wilth Bantield and Huber
data (—Q—)
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in the wings. The temperature data obtained from the Ar 1
eight-line set (listed in Table IV) are not that encouraging,
even though the temperatures obtained wlth the transition
probability data glven in references 75-77, and 80 agreed to
within = 3%. The uncertainty in the Ar I data as represented
by the scatter of the points in the radlal temperature pro-
file, and the disagreement with the Fe I temperatures, are
reconcilable. First, the asymmetric character of the
toroidal Ar I lateral intensity distributions (see Figure 6)
introduces large uncertalntlies into Abel inversion calcu-
lations, especially for the axial region (2a,15,16,18,45).
Second, errors in relative intensity measurements are
amplified considerably when the selected llnes r~ssess a
limited range of excitation energles, as shown by the data
lotted in Figure 8. These nlots, which were calicuiated by
methods discussed elsewhere (2a,81,106), clearly show that
the Ar I temperature calculatlons are subject to an approxi-
mate five-fold larger uncertainty than the Fe I values for
the same AI/I measurement error.

In view of the good agreement between the Fe I tempera-
tures and the large uncertainties associated with the Ar I
temperatures henceforth, only the temperatures calculated
for the Fe I three-line set from Table I will be considered.
These temperatures, which were obtained at two aerosol

carrier gas flows and with and without the presence of rela-

tively high concentrations of an EIE, are shown in Flgure 9.



Figure 8.

Percent uncertainty in temperature as
a function of percent uncertainty of
intensity for typical Fe I and Ar I

lines employed 1n temperature
calculaticns
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Figure 9. Radial Fe I excitation temperatures at
1000W for three observation heights and
two aerosol carrier gas flows; 150 ug

Fe/mf (—Q—), 150 ug Fe/m& + 6900 ug
Na/mf (—a—)
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Examination of thils flgure reveals several important features.
First, the excitation temperature distributions obtained at
the respective aerosol carrier gas flows and observation
heights are not significantly changed upon addition of Na as
an EIE. Second, the temperatures for the higher flow are
significantly lower (400 to 1400 X) than the corresponding
temperatures for the lower flow. Third, for the higher
carrier-gas flow, the central zone temperatures at 15 mm are
relatively low and the off-axis peak is much more pronounced
than for the lower flow. Finally, central zone temperatures
at the lower flow are essentially unchanged from 15 to 20 mm
but decrease by about 10% at 25 mm. These results correlate
well with the empirical observations of others at this
laboratory (103,107) namely, that the "compromlse" experi-
mental conditions which yield excellent powers of dctection
and also yield a high degree of freedom from interelement
effects are ~1.0 &/min aerosol carrier gas flow and "v15-20 mm
observation helght. Flgure 9 clearly shows that there is
essentlally no decrease in temperature from 15 to 20 mm yet
additional residence time is gained for desolvatlon, atomi-
zation, and excitation of the analyte. These profiles also
reveal the drastic temperature drop at the higher flow which
is undesirable from excited state population and residence
time considerations. The substantial temperature drop
between 20 and 25 mm for the lower flow 1s also undesirable

from the excited state population standpoint for most species.
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Boumans and de Boer (lc) have reported different
"compromise" operating conditions which were based on their
observations of interelement effects and detection limits
obtained for their plasma system. These authors suggested
experimental conditions of 1.3 to ;.5 f/min carrier gas flow
and 15 mm observation height at 700 W power input and, 1.5 to
1.7 &/min carrier gas flow at 20 mm helght for a power input
of 850 W. It 1s worth noting that the relative intensity
data in Figure 5 and the temperature data in Figure 9 combined
with the observations of Larson et al. (103) suggest that an
aerosol carrier gas flow of 1.3 &/min is undeslrable for
plasma operating conditions at this laboratory because greater

interelement effects are observed at this flow.

Electron Number Density Profiles

Because the temperature profiles shown in Filgure 9
exhibited definite off-axis or toroidal peaks, it was of
particular interest to determine whether the n, profiles at
this observation helght reflected these temperature distri-
butions. The profiles shown in Figure 10 indeed show similar
off-axis peaks, but they reveal several other features worthy
of comment. First, the HB Stark broadening ng profiles are a
factor of 30- to 50-fold greater than the Saha-Eggert's

ionization profiles. Second, the ng proflles were not sig-

nificantly changed upon addition of Na as an EIE. Finally,



Figure 10.

Radial electron density distributions at
1000W, 15 mm and 1.0 &/min aerosol carrier
gas flow for Hp Stark broadening (—X-—)
and Saha calcu%ations; 10 ug Ca/mg
(—O—), 150 pg Fe/mi (—iO—),. 10 ug
Mg/mg (—A—), 10 pg Cd/mg (—+ —),

10 ug Zn/mt (—@—)
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for the central axial region the Saha ne profiles agree to
within a factor of three for the five different analyte
species. Considering first the disagreement among the Saha
Ny values, the range of values obtained is not particularly
surprising in view of the magnitude of potential errors
involved. This range may reflect inherent errors in the
published transition probability data for the lines employed
or varylng degrees of ng contribution by the analytes because
of their different degrees of ionization in the plasma.
These uncertainties plus those accumulated in the lateral
intensity measurements and Abel inversion calculations may
account for up to a factor of two error in the Saha-Eggert's
ng values. A 10% uncertainty is generally associated with

theoretical Stark data for the H, line (36,93-96,98,99).

w

Accumulated uncertainties Irom convolution calculations,
instrument profile measurements, and Abel inversions account
for ~30% error in the radial H8 half-width determinations.
These considerations suggest that ~40% error may be associlated
with the n, values determined by HB Stark broadening calcu-
lations. Although the errors in both sets of measurements are
substantial, they are clearly inadequate in accounting for the
factor of 30- to 50-fold difference between the ng values
determined by the Saha and Stark methods. These large
differences suggest that LTE may not prevail for the plasma
operating conditions employed in this work, a subject that is

discussed later in this chapter.
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It is worth noting that the Stark broadening ng values
shown in Figure 10 are about a factor of five~fold smaller
than the similar measurements reported by Mermet (17a) and are
about two-fold smaller than the continuum calculations
reported by Kornblum and de Galan (16). However, Kornblum
and de Galan reported Saha n, values obtained with Mg atom/ion
lines that were two to three orders of magnitude greater than
those obtained here and those reported by Mermet (17a). The
effective Saha ng values reported by Mermet were esgsentially
identical to the similar values obtained here and reported
later in this chapter.

Because the Saha ng values obtained from the Mg atom/ion
line pairs (Table IV) represented a value near the average

obtained for all the species plotted in Figure 10, Mg was
ected for additional n measurements aft different obser-
vation heights. These line combinations possessed several
other desirable advantages; namely, (a) four sets of trans-
ition probability data which were in good agreement, were
available for both Mg atom/ion line combinations, (b) the
lines were free from spectral interference, (c) the excitation
energies of the atomic and ionic lines were well matched, and
(d) the lines were in close wavelength proximity so that the
instrument response with waveiength could be assumed constant.

The results of n, measurements on the Mg atom/ion line com-

binations are shown in Figure 11. Surprisingly, the ng,
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profiles at 15 and 20 mm observation heights show little
change upon the addition of an EIE to the plasma. The primary
change in the 25 mm height profile is in the wing region,
where there is an enhancement significantly greater than the
experimental error. It is also evident that the toroidal ng
distribution at 15 mm disappears at 20 and 25 mm, belng
replaced at the latter heights by bell-type profiles which
are relatively uniform for the central 4 mm of the plasma.
The change in ng in this central axial zone upon the addition
of Na is insignificant. The surprisingly small changes in ng
and temperature profiles at 15 and 20 mm upon the addition of
Na as an EIE suggest that changes in the total composition of
the sample do not affect the radial excitation temperature
nor degree of ionization of analyte specles in a dominant
inn_ in the wings of the

ng in rings
?5 mm profile upon addition of Na as an EIE suggests that

nmaiinei .

ionization suppression may play a role. if a significant
fraction of the analyte diffuses into this region. These
results are in harmony with empirical observations reported
by Larson et al. (103) and by Boumans and de Boer (lc) which
indicated low levels of interelement effects at low obser-
vation heights (15 to 20 mm) and increased effects higher in
the plasma.

The radial nMg+/nMg° profiles obtained from Equation 6
for the Mg atomic and ionic lines listed in Table IV are given

in Figure 12. With consideration of potential errors, the
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ratios are essentially unchanged upon addition of Na as an
EIE. These profiles also clearly show that Mg is more than
90% ionized in the central axial zone of the plasma at all
observation heights. The radial nX+/nX° ratios which were
obtained for the other specles glven in Table IV are listed
in Table VIII. The decrease 1n these ratios upon addition
of Na to the plasma indicates the existence of some analyte
ionization suppression but‘the degree of thils suppression 1s
much smaller than that commonly observed in flames (104).
The data 1n this table also clearly show the high degree of
ionization of analyte species in the central axial region of
the plasma. In particular, Ca 1s more than 99% ionized and
Zn more than 50% ilonized even when a high concentration of
an EIE is present in the plasma. These results correlate
with recent empirical observations at this laboratory
which have been made on a direct-reading polychromator
plasma system that has been in dally use for three years.
The experience with this instrument (107) has indicated that
superior powers of detection may be obtalned with the ionic
lines of many analytes particularly those elements with low
ionization energy. Indeed, the fact that many of the most
sensitive lines of these elements originated from singly
ionized specles was recorded by Dickinson and Fassel (108)
in 1969 and later by Souilliart and Robin (109). In view of

these observations it is curious that Boumans and de Boer (1lc)



Table VIII. Radial ion to atom number density ratilos, nX+(R)/nXo(R), for Zn, Cd, Fe
and Ca with and without added Na at 1000W, 1.0 2/min, and 15 mm height

Without Na With 6900 ug Na/mg
Radius (mm) Zn cd Fe Ca Zn cd Fe Ca
0.0 2.1 6.2 18 610 1.5 4.y 15 300
0.5 2.1 6.2 18 590 1.5 b,y 15 300
1.0 2.1 5.9 17 540 1.5 .5 15 310
1.5 2.0 5.2 16 Lho 1.5 4.6 15 280
2.0 1.9 5.0 16 430 1.5 h.6 16 320
2.5 1.9 4.8 16 410 1.5 L.6 15 340
3.0 1.8 4.6 15 310 1.5 4,6 15 320
3.5 1.8 L.2 15 380 1.4 4.6 13 310
4.0 1.8 3.5 14 390 1.5 h.6 12 260
h.5 1.9 3.0 14 190 1.4 h.g 11 230
5.0 1.9 2.7 13 190 1.4 4.9 8.6 2o
5.5 1.9 3.8 10 170 1.0 4.3 7.1 170
6.0 2.0 2.9 8.8 160 0.3 y,2 4.9 100
6.5 -— _— S ——— 0.8 4.3 4.5 100

f1l
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were surprised to rediscover this fact; namely, that the lon
1ines of the alkaline earth elements yielded far better
detection limits than the neutral atom lines for theilr
"compromise".plasma operating conditions.

Additional documentation that Ny do not change upon
addition of an EIE is found in the effective (noninverted)
half-widths of the H8 and Ar I line profilles shown in Table
IX. This observation was confirmed by the effective ng values
obtained from these Stark broadening measurements and those
obtained from Saha-Eggert's calculations for Mg lines which
are plotted in Figure 13. The Stark broadening ne values for
the HB and the two Ar I lines are essentially identical at

the various observation heights and, in harmony wilth the Saha

n_ values, did not change significantly when the EIE was

ments plotted in Figure 10, the effective Saha values are

30- to 50~fold smaller than the Stark broadening n, values.
Analyte Excitation

The large differences between ng values calculated from
Stark broadening methods and those obtalned from Saha-
Eggert's ionization considerations (Figures 10 and 13) may be
interpreted to support the earlier stated concluslon that LTE
does not exist for the plasma operating conditlons employed

in this lnvestigation. From observations quite similar to



Table IX. Effective half-widths? of HB and Ar I lines measured at the plasma axis
for 1000W forward power and 1.0 2/min aerosol carrier gas flow

Observation Ar I 542.135 nm o Ar I 549.588 nm HB 486.13 nm
Height (mm) Without Na With Na Without Na With Na Without Na With Na

2 2.36 2.49 1.79 1.88 5.47 5.25
5 1.88 2.01 1.40 1.40 4.h49g 4,16
10 1.05 1.04 0.808 0.851 2.63 2.74
15 0.674 0.656 0.565 0.568 2.08 2.08
20 0.522 0.487 0.434 0.435 1.53 1.59
25 0.432 0.443 0.346 0.348 1.15 1.15

9.

8Half-widths expressed in units of Angstroms (K), 10 8 = 1 nm.

b6900 ug Na/mf added to the plasma.



Figure 13.

Effective electron density at 1000W and
1.0 &/min aerosol carrier gas flow for
several observation heights. Stark
broadening with deionized water nebulized;
Hg 486.13 nm (—Q-—), Ar I 542,14 nm
(—p0—), Ar I 549,59 nm (—A—). Stark
broadening with 5500 ug Na/ml nevulized;
Hg 486.13 nm (—@—), Ar I 542.14 nm
(—#—), Ar I 549.59 nm (— +—).
Saha-Eggert's ionization; 10 ug Mg/m
E—\A)——;, 10 pyg Mg/m2 + 6900 pg Na/mf
_._’..__
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those reported in this dissertation, Jaroz et al. (2b) and
Mermet (17) have in fact concluded that LTE does not exist
for their plasma operating conditions. Mermet (17b) has
suggested that Ar» I metastables are involved in analyte excl-
tation through Penning ionization reactions, and that Ar II
levels may also be involved through a similar process. Robin
and Trassy (110) observed stimulated emission for resonance
lines of Al and Ti below a critical concentration while above
this concentration atomic absorption prevailed. These au-
thors suggested that the observation of this phenomenon indi-
cated the absence of LTE in their 40 MHz discharge. The cal-
culations of Hey (111) and Cillars et al. (112) on the nj
criteria necessary to ensure LTE suggest that low lying meta-~

stable levels play a role in population of excited states for

Ten A AnA 4 3
. Indeed, encrgy transfer mechan

[QN

Llie specles conslidere
involving rare gas metastables are well known and are ob-
served in many classes of low pressure discharges (113-115).
However, experimental observations at atmospheric pressure
are not readily obtained because the metastable level life-
times are much shorter due to collisional deactivation. It
should be noted that Hey's calculations are for homogeneous
nonhydrogenic plasmas and hence, may not apply to plasmas
used for spectrochemical purposes which generally possess
relatively large spatial gradients 1in temperature and analyte

number densities.
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The ng differences may alternately be interpreted to
indicate the presence of significant electric and/or magnetic
fields induced in the plasma regilon by the load coll that are
not accounted for by particle fileld considerations 1n the
Stark broadening theory. An approximate calculation of Stark
splitting of the HB line in a static electric field (96,116,
117) reveals that 20,000 volts/cm would account for the
increased broadening. Magnetic flelds of ~10,000 gauss would
be required to produce splitting equivalent to that produced
by the particle field (96). Calculations for typical atmo~
spheric pressure argon inductlon discharges assumed to be in
LTE (6,118) indicate that axial magnetic fields and
azimuthal electric fields should be on the order of a few

hundred gauss and a few hundred volt/cm, respectively. For

JTHE the axial electric Tie

-~ - = —

id
is zero (118). Fileld strength calculations for nonequilibrium
plasmas are generally not available because the theory is
not well understood. Although the nonparticle fleld strengths
calculated by the models mentloned above are very much smaller
than necessary to produce significant line splittings, the
unknown nature of possible nonequilibrium flelds precludes a
definitive interpretation of thelr effects on line broadening
in the present context. |

The present inability to interpret ng differences in a

more definitlve manner should not detract from the fact that

the results of this dissertation research correlate very well
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with empirical observations (lc,103) which indicate low levels
of interelement effects at low observation helghts and
increased effects higher in the plasma. The surprisingly low
sensitivity of ng and temperature distributlons at 15 and

20 mm to the addition of an EIE (see Figures 9 and 11)
suggests that changes 1n the total composition of the sample
should not affect radial excitation temperatures nor degree

of ionization of analytes in a dominant manner. The signif-
icant increase 1in Ng in the wings of the 25 mm profile when
Na is added as an EIE suggests that lonlzatlon suppression
may play a role if a significant fraction of the analyte
diffuses into these reglons. Indeed, some evidence of this
type of diffusion is provided by the Ca I 422.7 nm line
profile data reported by Larson et al. (103), which showed a
peculiar off-axis "hump" when Na was added to the plasma for
an observation height of 20 mm. These results provide
additional evidence that careful consideration of the region
sampled by the viewlng field of the spectrometer 1s an
important factor when plasma performance 1s analyzed (18).
This 1s especially true when the enlarged acceptance cone of
the wide aperture optical systems commonly employed for the
analytical applications of these plasmas samples a signifi-

cant portion of the off-axis reglons.
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CHAPTER VI: SUGGESTIONS FOR FUTURE WORK

Although this investigation has aided in the under-
standing of several important aspects of analyte excitation
in ICP's employed for spectrochemlcal analysis, a number of
avenues of research remain open.

Certainly, the vallidity of the LTE assumption for
different ICP operating conditlons should be ascertalned
because the absolute interpretations of the results of many
diagnostic methods (e.g., excitation temperature and Saha n,
measurements) are critically dependent upon LTE conditions
prevailing in the plasma. The role of support gas and sample
metastable levels should be elucldated because this may
provide useful information about analyte excitatlon mechanisms
and may help resolve the LTE question.

Studies concerning the effects on lateral intensity
profiles and, subsequently Abel inversion calculations from
asymmetries 1n the plasma torch, in the induced magnetic and
electric fields, and in the gas flow patterns should be

2 4 1a A
in the Abel inversion procedure should

pursued. Improvement

o

help to avert some of the problems encountered when toroidal
lateral iIntensity distributions are inverted.

Investigations on the applications of other dlagnocstic
techniques such as laser techniques (119-121) and interfero-
metric (122,123) methods should be initlated because these

techniques could provide powerful alternative approaches for
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probing spatial particle density and temperature distri-
butions in the plasma. The work proceeding in thls laboratory
on coupling a mass analyzer to an ICP (124) may also provide

a valuable diagnostic tool.

Work on the spectroscopic probing of the spatially
resolved radial excitation temperatures and ng distributions
experienced by analytes should continue because even though
the results of these studles may lack absolute interpretation
from lack of LTE in the plasma, valuable information will
still be obtalned on relative excitation trends (e.g.,
increased interelement effects may be partially or completely
explained by a drastic change in the n, distribution at
1.3 &/min aerosol carrier gas flow when an EIE is added to
the plasma). Studies of the effects on excitation tempera-

devanan Aaa A e
vUL T altiw s

ions when ultrasonic nebulization of the
sample solution is employed, with and without desolvation,
may provide some Insight into the reasons why better than
order of magnitude improvements 1in ICP detection limits have
been noted when this method was compared to pneumatic
nebulization (lc,125).

Near the end of thls dilssertation research, work was
begun on adaptation of a modular computer-controlled plasma
facility (126) to perform automated lateral intensity

profiling experiments. Progress in this area and suggestlons

for further modifications were summarized in several recent
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research reports (127). An assembly language program to
perform these experiments was written for the DEC PDP 8/e
minicomputer on this system (127). Thls program was designed
for the existing facilities but may easlly be modifled as the
equipment 1s updated. The work on this system should be
continued to facilitate profiling experiments by the efficlent
utilization of the minicomputer capabllity for on-~line control

of these experlments.
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APPENDIX A:

ABEL INVERSION AND TEMPERATURE PROGRAM

The Abel inversion and radlal temperature calculations
were performed in a single FORTRAN IV computer program. A
complete listing of the source statements of the most recent
version of thils program is included as C337TEM2. [A Cal-Comp
Digital Incremental Plotter could be (optionally) employed
off-1ine to plot the radial intensity and temperature data
obtained from this program.] In conjunction with the
plotting subroutines (RADPL, TEMP, and SLOPET) in this
program, two ISU library programs, GRAPH and GRAPHS, were
utilized. These routines were part of the SIMPLOTTER (128)
library, which was avallable for graph productlon. For an
installation without SIMPLOITER, the RADPL subroutine and
the CALL RADPL statement in the maln program should be
removed. The CALL GRAPH and CALL GRAPHS statements in sub-
routines TEMP and SLOPET should also be removed. In this
manner the program size will be reduced and the plotting
capability will be lost. The data card input variable
requirements are outlined in Table A-1 and these varilables
are defined in the beginning of the program listing.

An earlier version of this program (C337TEM1) was also
employed for some inversions of the lateral relative Intensity
proflles obtained for Fe I lines., This earlier program

incorporated a different polynomlal fitting method in the Abel
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inversion subroutine (CBABEL) than the one used in the
C337TEM2 subroutine, DKABEL (see Appendix B). An F-test for
goodness to fit (81) was incorporated into the latter program;
this test sometimes yielded fits of artificially high degree
to the bell-type Fe I relative intensity data. Subsequently,

erroneous radial temperature profiles were calculated from the

resulting intensities, particularly for the observation height
of 15 mm. These profiles were recognized by: (1) very large
“calculation uncertainties for the radial intensities and
temperatures obtained (cf., Equation B36, Appendix B), and
(2) the peculiar shaped radial intensity and temperature
profiles that resulted from these inversions especially at

15 mm. For the latter, unrealistically steep off-axis peaks
were sometimes obtained in the toroidal temperature profiles
typical for this observation neight. Thcse situations were
corrected by: (1) employing DKABEL in C337TEM2 but,
restricting the fits to be a maximum of 2-nd degree, or

(2) employing CBABEL in C337TEMl, which incorporated fixed
2-nd degree fits to all profile zones (cf., Figure B-3,
Appendix B) but was more restrictive with respect to data
input. For the latter, the lateral relative intensity pro-

files were required to consist of equally spaced data points

in multiples of 5n+l where, n32. It was sometimes difficult

to obtain lateral relative intensity data that complied with

these criteria. However, in most cases employing tThe
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restricted 2-nd degree (maximum) fits with C337TEM2 remedied
the problem, precluding the necessity of resorting to the

C337TEM1 method.



Table A-1. Data card requirements for C337TEM2

Type # Cards Columns Variable Format Remarks

# Name

1 1 1- 5 NSETS I5 Number of proflle data sets

2 1/set 1-6C TITLE 15A4 Experiment description label
61~8C DLAB S5AL Plot description label

3 1/set 1~ & LKODE I5 Indicates Fe/Ar or other lines used
6-10 IARTP I5 Selects Ar transition probability

data set

11-30 ELNAME 5AL4 Name of element other than Fe or Ar

(punch LKODE
to be LKODE

99, this is redefined
3 in subroutine

PNTORG)
4 1/set 1- 5 NLZ 15 Number of lines (4 max)
6~-10 IwWT 15 End point weighting selection (used
with subroutine SPLINE)
5 1/set 1-28 WAVE 4r7.2 Line wavelength array (Angstrom units)
31-70 DELA 4¥10.0 Transition probability uncertainty
array
6 1/set 1- 5 Ll I5 Intensity plot option switch
6~-10 L2 15 Spline fit option switch
11-15 o3 I5 Two-line temperature calculation
option (Fe lines only)
21-25 L5 I5 Slope temperature calculation option
26-390 NL 15 Pointer to starting F-test value
31-35 NH I5 Pointed to ending F-test value
36-40 KPLOT1 I5 Option to plot Fe two-line T's
4i-4s5 KPLOT2 15 Option to plot average Fe two-line T's

46-50 KPLOT3 15 Option to plot slope T's

86



Table A-1. (Continued)
Type # Cards Columns Variable Format Remarks
# Name
51-55 KLINE1 I5 .
56-6C KLINE2 15 Option to select Fe two-1line T's to plot
61-65 KPNED1 I5 Option to punch lateral T's on cards
66-7C KPNED2 I5 Option to punch radial T's on cards
7 1/set 1- ¢ N I2 Number of lateral intensitiles (15 max)
8a N/set 1-10 RBP(1i,1) F10.0 Lateral displacement array for line #1
11-20 ARI(1i,1) F10.0 Corresponding lateral intensity array
8b N/set RBP(i,2) Same as 8a except for line #2
ARI(1,2) Same as 8a except for line #2
8¢ N/set RBP(i,3) Same as 8a except for line #3
ART(1,3) Same as 8a except for line #3
8d N/set RBP(i.,4) Same as 8a except for line #4
ARI(i,4) Same as 8a except for line #4
9a-1 1/1ine 1- 5 NPTS 15 Number of points for segmented spline
fit
6-10 NS1 I5 Defines number of zones for Abel
inversion poly fit
16-35 ELEMNT 5AL Element identifier in subroutine SPLINE
36-45 ZPNT F10.0 Distance between successive radial in-
tensity calculations
46~50 LSHIRT I5 Option to zero correct lateral displace-
ments
51-60 XZERO F10.0 Zero position for lateral displacement

array (used when LSHIFT = 1 specified)
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Table A-1. (Continued)
Type # Cards Columns Variable Format Remarks
# Name
61-65 NFACTR I5 Weight factor selection for endpoints
of spline fits
66-7C KWT I5 Option to select reading uncertainty
array for lateral intensities from
cards
9a-2 NPTS/ 1-10 XDIST F10.0 Smoothed lateral displacement array
line 11-20 YINT F10.0 Corresponding lateral intensity array
21-30 SIGMAY F10.0 Corresponding uncertalinty array
9b~1 1/line i- 5 IMA I5 Number of points in lateral intensity
array
6=10 NS1 I5 Defines number  of zones for Abel in-
version poly fit (same as 9a-1 NS1)
11-20 XPNT F10.0 Distance between successive radial in-
tensity calculations (same as 9a-1
ZNPT)
21-30 XBIG F10.4 Lateral position of profile maximum
9b-2 IMA/ XDIST Same as 9a-2 XDIST
line YINT Same as 9a-2 YINT
SIGMAY Same as 9a-2 SIGMAY
NOTE: Types 9a-1 and 9b-1 are mutually exclusive; 9a-1 1is used only with

subroutine SPLINE (L2

(L2

1)

0) and 9b-1 only with subroutine XYCALC
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Table A-1. (Continued)

Type # Cards Columns Variable Format Remarks

# Name

10a 1/set 1-4C GA 4F10.0 OPTIONAL: quqp array for Ar I lines
listed in comment card
section, used when LKODE =
2 and IARTP > 6

10b~1 1/set 1-40 EQ 4Fr10.0 OPTIONAL: Excitation energy of ELNAME
lines employed, used when
LKODE = 3

10b~2 1/set 1-40 GA 4F10.0 OPTIONAL: quqp array for ELNAME

lines, used when LKODE = 3

10T
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e ok o e e o e C337TEM2 ARk ook &k ok
%% DEFINITICN OF IMPORTANT VARIABLES AND INDEXES USED %kx

PERCENT
0.5
1.0
245
S.0

10.0
2500
S0.0

YITLE = DESCRIPTION OF EXPERIMENT
DLAB = MONITORED REGION OF EMISSION SOURCE (FOR PLOT 1ID)

*% CONTROL SWITCHES *%*

L1 =0s NO LATERAL OGR RADIAL INTENSITY PLOTS
L1 =1, SUPERIMPOSED PLOTS OF LATERAL AND RADIAL INTENSITY
L2=0s MEASURED INTENSITY FIT BY SEGMENTED SPLINE AND ZERO
CORRECTYED IF NECESSARY (LSHIFT=1)
=1 sSPLINE FIT NOY NECESSARY; SMOOTHED LATERAL PROFILE
(gggﬂ CORRECTED) SUPPLIED AND SUBROUTINE XYCALC
U
0y AVERAGE LINE PAIR TEMPERATURE AND PLOT
:19 TEMPERATURES OF INOIVIDUAL LINE PAIRS AND PLOT
0 TEMPERATURES CALCULATED FROM TI(X) & I(R) DATA
:15 ONLY RADIAL INTENSITIES CALCULATED~---TEMP BY-PASSE

rrer
(LRGN

(I TR T |}

TEST FOR 0.5 T0O S0.0 PERCENT PROBABILITY OF EXCEEDING THE
F-VALUE; NL DEF INES THE LOWER LIMIT. NH DEFINES UPPER LIMIT
MAX NH=7, MIN NL =1

1, IST LP T NOT PLOTTED
2e 2ND ® ® w "
3 ° 3R D " " ” (1]

NL ALLOWED NH VALUES
1 1929396456, 7
2 293008959697
3 390469596, 7
4 e S 96, 7
S S566,7
6 B 7
7 7
LKODE = 1, FE LINE! USED
LKODE = 2, AR LINES USED
KPLOT1 = 1e 2=0LINE T*S NOT PLOTTED
KPLOT2 = 1, AVEe 2-LINE T'S NOT PLOTTED
KPLOT3 = 1s SLOPE T NOT PLOTTED
KLINE1 <€ 2, ALL 2~I_INE T°S PLOTTED
= 2s 1ST 2-1_INE T NOT PLOTTED
= 3¢ ISTe 2ND 2—_INE T*S NOT PLOTTED
= 84 1SVsee32e93RD 2-LINE T*S NOT PLOTTED
= Se 1SToeeeresdTH = L " " "
= 69 15Tesesee5TH * " " - "
= 7o ALL NOT PLOTTED
> 7. ALL NOT PLOTTYED
KLINE2 = 0e ALL 2<I.INE T*S PLOTTED

PO D N 4t 40 1t 1o pt st s ot pt 0t OO0 g O U1 P N e
N=OVONONLUWN=O

23
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a' QTH L1 LAl o "
5. S“'H (1] L 2 ” (1]
6. OTH & " ” ”n

tvinu
o]
°

ALL 2-LINE T*S PLOTTEOD

KPNED1 1+ LATERAL SLO2PE T*S PUNCHED ON CARDS FOR USE IN
THE ELECTRON DENSITY PROGRAM (C337EDEN)

KPNED2 = 1, RADEAL SLOPZ T*S PUNCHED ON CARDS FOR USE IN
THE ELECTRON DENSITY PROGRAM (C337EDEN)

IARTP 1s MALONE AND CORCORAN GA VALUESI ARGON LINES

2+ WUJEC GA
3¢ ADDDCK AND PLUMTREE GA
CORLISS AND SHUMAKER GA
Ses WENDE GA
6s GERICKE GA
> 6+ READ IN GA DATA CARD AT END OF DATA DECK,
4F10.0 FORMAT
ARGON LINES USED: 4251e¢21425924:4266¢3+4272e2 ANGS

LKODE=1e IARTP=9s BANFIELD AND HUBER (1973) GA VALUES
USED FOR FE I LINES
LKODIE=99, INPUT SPECIES IDENTIFIER AS ELNAME AND READ IN
GA.EQ VALUES “OR SLOPE TEMP CALCULATION
(TEMP CALCN OPTIONAL. SEE LS5 SPECIFICATION)

IR T T
FS

*%& ARRAYS *%

R8P = EXPERIMENTALLV MEASURED LATERAL DISTANCE ARRAY
ARI = " PEAK INTENSITY ARRAY
CDRREQPONDING TO *RBP* ARRAY
N = NUMBER OF ELEMEMNTS IN ‘RBP* OR *ARI®* ARRAY (NOT MORE
XDIST = MEASURED AND SMOOTHED LATERAL DISTANCE ARRAY,
DRIGIN ZERC SHIFT CORRECTED WITH RESPECT TO
EXPT MEASURED R3P ARRAY SO THAT XDIST=0
CORRESPONDS TO GEOMETRIC CENTER
YINT = CORRESPONDING MEASURED AND SMOOTHED LATERAL INTENS
SIGMAY=CORRE SPONDI MG ARRAY OF SIGMA VALUES FOR YINT

ARRAY
RAD = INTERMEDIATE RADIAL INTENSITY ARRAY
RDI = . " DISTANCE had CORRESPONDING T

"RAD' ARRAY
RADINY = FINAL RADIAL DISTANCE ARRAY CONTAINING ELEMENTS
CORRESPONDING TO *RADINT®* ARRAY

%%k INDEXES *x*%

KT == NUMBER OF ELEMENTS IN *RAD? OR 'ARI‘*' ARRAY

€0t
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1034
S1
do
|

MENS ION DLAB(S
GMAY (S1) o X
RADIST( Sls&.7
FNUM(7)+ELNAME

NSETS = NUMBER OF SETS OF PROFILE DATA YO BE PROCESSED,
INDEX FOR PRIMARRY DO LOOP

NLZ = NUMBER OF LINES USED (NOT MORE THAN 4)

LAM = DATA ARRAY INDEX FOR PRIMARY DO LOCP

LZ = SPECYRAL LINE INDEX FOR PRIMARY DO LOOP,

NOTE:
LZ = 1, CORRESPONDS TO FE-I-~ 381584 ANGSTROMS
LZ = 2 " " o 3820.43 o
LZ = 3 w“ i "o 3824.44 b
Lz = 4 e " " n 3825.88 -

THIS LABELL ING MUST BE RIGOROUSLY FOLLOWED IN ORDER
THAT THIS PROGRAM FUNCTION PROPERLY

% INPUT CONSTAINTS AND VARIABLES *x

IMA == NUMBER OF SMODTHED DATA POINTS IN ARRAY *XDIST®* DR
(NOT MORE THAN S1)

NS1=3e 3 ZONE POLY FIT

NS1=4e 4 ZONE POLY FIT

NS1=%, S5 ZONE POLY ¥IT

IeT=0+ NO WEIGHTING ON POLY FIT

=ls YINT VALUES WEIGHTED WITH SIGMAY ARRAY
XPNT = RADIAL DISTANCE (MM) BETWEEN TWO SUCCESSIVELY CALC
RADIAL INTENSITIZS = RIN+1) - R(N)

WAVE = WAVELENGTHS OF SPECTRAL LINES (ANGSTROMS)

XBIG=POSITION OF INT MAX IN LATERAL DIST ARRAY (SUPPLIED
AS INPUT wWHEN SPLINE NOT USED Ifs XYCALC USED)

FOLLOWING INPUT CODES NECESSARY ONLY WHEN SUBROUTINE SPLINE US

KWT=l1ls INPUT ARRAY 0F INTEN SIGMAS FOR POLY FIT
0Os SIGMAS SET =9 S) THAT WEIGHT=1.0 IN POLY FIT
NFACTR=1, SPLINE FIT ENDPOINTS X 0,825 .
11 " o

NFACTR=20 X 0850
NFACTR=3, s o o X 0.87S
NFACTR=4, o o " X 0,900
NFACTR=5, . " o X 0925
NFACTR=6+ b " o X 0+950

LSHIFFT=1e LATERAL ENTENSITIES ZERO CORRECTED BY XZERO
XZEROD=POSITION OF GEOMETRIC CENTER ON ORIGINAL LATERAL
DISPLACEMENT SCALE
NPTS=NUMBER OF POINTS FOR SEGMENTED SPLINE FIT
¥ kNPTS MUST BE GREATCOR THAN OR EQUAL TO 10

JoTITLE(LIS)+WAVE(4) s XDTR(S1)eRBPU15S+4)eARI(154+4)
DISTUS1)HL,YINT(S1) +RAD{ S1)sRDI( S1)+RADINT( S1+4,7
Yo ILZ(4+47)s XBIG(Aa)+DELA(G)+DELIR(S1)+DELINT(S1e4 .7
(35)

Gt ot b b o Db pod st ot Jnt b kD it b Db b P pod b ot b Pt
TON RN = 1t 1t 8 ot 1t gt i 4t e QO QO OO OOO
NPUN=OYDNINDUNOODYRN LGN
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D‘X‘TA FNUM/Oosll00’205“50091010’25.0!50.0/
READ (5,1003} NSETS
1003 FORMAT (I1S)
DO 10 NUM=1 sNSETS
READ (5,100) TVITLE.DLAB
100 FORMAT (1S5A4,5A4)
WRITE (64101) TITLE.DLASB
101 FORMAT (1H1.,10X»15A4,5A40///)
1} LKODE TARTPELNAME

0a0)

107 FORMAT
) RBP(ELJ)»ARI(I,J)

1 READ (5

+100
READ(S5+1000) NLZ.IWT
1000 FORMAT(21S5)
1001 FORMAT(2IS,5A4)
READ (54+102) (WAVE(I) »I=1NLZ)S(DELACI) »J=1sNLZ)
102 FORMAT (AQF 742 :2X+4F1040)
CALL LINDEX (L.1 oL 2oL 3 3L 4oL SosiNLoNAJKPLOTL KPLOT2 +KPLOT3+KLINEL ¢«
IKLINE2 .KPNED]1  KPNED2}
READ (5,10€&) N
106 FORMAT (12}
DO 1 J=1.NLZ
DO 1 I=1+N
(2F1
2107

LAM=]
CALL PNTORG(LZoKMs WAVELRBPARI 9Ny LKODE s ELNAME)
GO TO (2.3 .,L2

2 CALL SPLINE (IMASNSL1 s XDIVeXDIST+sYINT2LAMsXPNT 3L Zo XDTRe XDeXBIGsSIGM
1AY+sWAVE IWT)
GO TO 4

3 CALL XYCALC (IMASNS1 o XDIV 4 XDISToYINTLAMsXPNT ¢L Zo XDTR+ XD XBIG,SIGM
1AY )

4 DO 8 NZ=NL,NH
CALL DKABEL (XDTRsYINTSIMAONSL1 oNZ s XPNT sRADsRDI o KT 3 XDy XBIG,LZ,DELIR
1.SIGMAY L 1.IWT)
IF(KPNED2.NEs1) GO TO 5
DO 199 IPUNCH=1 KT

2001 FORMAT(3F10eQ2e2XeLINE® I3e2X+?°FTEST PROB®'"9FSe2+1Xes5A4)
199 WRITE(7+2001) RADCIPUNCH) +sRDI(IPUNCH) +DELIR(IPUNCH) 2L Zo FNUMINZ ) DL

1AB
S GO TO (7+6).L1
& CALL RADPL (IMAJXDISTLYINTsN¢RBPoARIX LZ+sRADIRDI SLAM, DLA

- 1BeKTaNZ)
7 CALL PNTMAP (LZsKTsRADsSRDI+KMs ILZ s RADINT,RADISTDELIRLWDELINT)
8 CONTINUE

11 GO 7O (9,10)sLS
9 CALL TEMP (N KT oRBP» ARI s RADIST+RADINT s NLZo DLAB L3¢ KM, NLNH,LKODE,

IKPLOT ] +KPLOT2 oKL INE]1 ¢ KLINE2,DELAsDELINTSIARTP)

13 CALL SLOPEY (NKTsRBP JARI +RADISTsRADINT sNLZ+DL AB+WAVEsKMoNLsNHsL KO
1DE+KPLOT3I cKPNED] + KPNED2,DELA,DELINT,IARTP)

10 CONTINUE
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10
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SYOP

END .

SUBROUTINE LIMDEX (L1 ,L2¢L 321 @eLSeNLINHKPLETL +KPLOT2,KPLOT3,
IKLINE 1 +KLINE2«KPNED1 s KPNED2)

READ (5+101) L1sL2eL33L 4+l S+NLoNHSKPLOT1,KPLOT2,KPLOT3.KLINEL,
IKLINE2,.,KPNED1 « KPNED2

FORMAT (141S5)

L4=1

IF (NL) 4,3,1

IF (NH~=NL) 64,2,2

IF (NH) 4+5+4

]

WRITE
GO TO
WRITE
GO TO
WRITE
sTopP

FORMAT (//710X'INPUT ERROR IN SWITCH NL OR NH*)
FORMAT (/710X ?INPUT ERROR IN SWITCH L4*)

FORMAT (//710X*'INPUT ERROR IN SWITCH L1 OR L3')
END

SUBROUTINE PNTORG{LZsKM, WAVE:RBPs ARI oN» LKODE s ELNAME)
DIMENSION ELNAME(S)

D&MENSIDN WMAVE(1) +RBP(1554) ,ARI(15,4)

KM=

IF(LKODE ¢E£Qe99) LKODE=3

GO TO (2e1els1)L.Z

WRITE (6,100)

GO TO (4:5.7),.,LKODE

WRITE (64101) LZsWAVE(LZ)
GO TO 6
WRITE (6+,103) LZ.WAVE(LZ)
GO TO 6
WRITE(6+104) LZ ELNAMEJWAVE(L Z)
FORMATI(S Xy "LINE? s I3s5XeS5AQGF7e2/7s14Xe " EXPERIMENTALLY MEASURED t AT
1ERAL INTENSITY DATA'/21X, *CORRECTED FOR SPECTRAL RESPONSE'//726Xs*'X
2% ,11X 11X}/ /)
100 FORMAT (1H1)
101 FORMAT (SX,°LINE®*sI3e5X,'- FE 1 - e FT7e2y /714X *EXPERIMENTALLY
L

TERAL INTENSITY DATA'/ 21Xs*"CORRECTED FOR SPECYRAL RESPOD

pe

1MEASURED

211
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2NSE '/ /726X+* X2 o 1A XKe 2 LI X)?/ /)

103 FORMAT (SXs'LINE®9I3sS5X "~ AR I = *,F7e2s//14X+ "EXPERIMENTALLY
1IMEASURED LATERAL INTENSITY DATA'"/21X,*CORRECTED FOR SPECTRAL RESPO
2NSES/ /726X e X' o 11X *T(X)*/ /)

6 DO 3 I=1e.N
3 WRITE (6+102) RBP(I+LZ)ARI(1,+L2)
102 FORMAT (22X FBe4+6XesF8s4)
RETURN
END
SUBROUTINE XYCALC (IMA+NS1, XDIVs XDIST o YINT LAMXPNT L. Z

I1XDTRo XDy XBIGs SIGMAY)
DIMENSION SIGMAY(1)
DIMENSION XDIST{(1)+YINT(1)eXBI
READ (S5S+100) IMAJNS1 . XPNT,.XBIG
100 FORMAT (21I5.,2(FiD.4))
IF(XBIG(LZ) 2l Te0eQ) GO TO 8
IF (LAM=-1) 2,2,1
1 WRITE (6:101)
101 FORMAT (1H1)
2 WRITE (64102) IMA
102 FORMAT(/714Xe "L ATERAL INTENSITY DISTRIBUTION HAS BEEN EXPERIMENTAL
1LY MEASURED WITHOUT SPLINE INMTERPOLATION'/14X.*INPUT LATERAL DATA
2HAS BEEN ZERO CORRECTED FOR®* 1 I3e2X s*'POINTS? 47/T2S5 X% T38,'U(X)"*,T
360, *SIGMA(U(X))*+//}
DO 3 I=1,1IMA
103 FORMAT (3F10.0)

(4), XDTR(1)
LZ)

104 FORMAT (T20sF1064+T333F1l0c4+1760+E1164)
READ (54+103) XDIST(I) YINT(I] »SIGMAY(I)
WRITE(6,104) XDIST(IDYINT(I} »SIGMAY(I)
XDO=ABS({(XDIST( IMA))

DO 7 I=1,IMA
7 XOTRLIDXI=XDIST(I)/XD
XDIV=ABS(XDTR(2)-XDTR{(1)]

XPNT=XPNT/XD
RETURN

8 WRITE (6,105)

108 FORMAT (10X*ERROR IN XBIG INPUT?)

sSYOP
END
SUBROUTINE PNTMAP (LZsKToRAD,RDIJKMILZ+sRADINTsRADISTDELIRLDELINT
1)
DIMENSION RAD(1) «RDIC1) sRADINT(S] 34+7) +sRADIST(S144+,7)s1ILZ(4,7)
1+ XHOLD(S1) e YHOLD(S1) s DELIR(S1IsDZLINT(S1+4,+7)
KTHOLD=KT
KtA=K M+ 1
WRITE (6+100) LZ+KT
D0 4 I=1,5S
IF (KT - 30%1) 141,44

1 I=KT/1
IF (KT - I%J) 3:3.2
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11
12
13
14

16
1000
1001

20

21
22

J=J+1

GO TO (5¢607+s8¢9), I

CONTINUE

WRITE (6,101}

STOPRP

WRITE (6,102)

GO TO 10

WRITE (6,103)

GO YO 10

WRITE (6+104)

GO TO 10

WRITE (6,105)

GO 7O 10

WRITE (6,106}

DO 16 L=1,J

L1=bL+J

L2=L+2%J

L3=L+3%J

La=L+axy

GO TO (11¢12:13514+15)s1

WRITE (62107) RDICL)RAD(L)

GO TO 16

WREITE (64,108) ROI(L)I» RAD(L) sRCI(L 1) RAD(L!)
GO TD 16

WRITE (6+109) RDI(L)SRAD(L) +ROI(L1),RADILLI)SRDI(L2)RAD(L2)
GO YO 16

WRITE (65110) RDI(L)«sRADKL}SRDI(LLI)sRAD(L1),RDI(L2).RAD(LZ2]},
IRDI(L3)»RAD(L3)

GO TO 16

WRITE (66112) RDI(L) s RADIL)SRDI(L1)sRAD(L1),RDI(L2)sRAD(L2)>
IRDI(L3}+RADCLIIIRDICLAE) sRAD(L &)

CONTINUE

WRITE (6+1000)

FORMAT (1H1)

WRITE (6+1001)

FORMAT (20X2%J? o 8Xe 'L Z% oBXs "KM? 383X 'RADIST(JUSLZKM) ' ,6X, *RADINT(J,
ILZ KM)? 36X DELINT(JUsL ZsKM) *)

IF (RDI(1)0GE0Oe) GO TO 22

INZERO=0

DO 20 IN=1,KT

IF (RDI(IN).LTe0e) GO TOA 20

INZERO=INZERO*1

XHOLD(INZERO)=RDI(IN)

YHOLD(INZERO) =RAD(IN)

CONTINUE

DO 21 I0UT=1, INZERO

RAC(IOUT )=YHOLD(IOUT)

ROICIOUT )I=XHOLDC IOUT)

KT=INZERO

ILZ{LZ2 KM )=KT
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1002
17

100

101
102
103
104
105
106
107
108
109
110
111

DO 17 I=1.,KT

J=KT-1I+1

RADIST(JUsLZ +KM)=RDI(I)

RADINT(JeLZKM)=RAD(T)

DELINTY(JeLZeKM)=DELIR(I)

WRITE (6410020 Jesl.ZeKMeRADIST{ULZsKM) sRADINT(J oL Z+sKM) 4DELEINT(UJSL Z
1 KM)

FORMAT (20X s3(13+8X)343(El1e4,10X}))

RAD(: )=0.0

RDI(I )=0.0

KT=KTHOLD

RETURN

FORMAT (/719X 'L INE ® ,11,% -~ RADIAL INTENSITIES FOR %413,
1* RADIAL POSITIONS iIN SOURCE*'//7)

FORMAT (19X.'PRINT ERRQOR?}

FORMATY (A42Xs'R'412X+'I(R)*/ /)

FORMAT (31 X+2R*48Xe'I(R)*20):2"R* +8BXe*I(R)*"//)

FORMAT (31X +®R*¢8Xs *II(RI?510X»"R* +8Xs*I(R)*"910Xs*R®*+8X9*'I(R)*"//)
FORMAT (31 X+s®R*+8Xe*I(R)I®*+s3(10Xe*R*s8Xe*'I(R)*)//)

FORMAT ( BXe'R*"+8Xo'I(R)*94{10DXe*"R*"+8Xs'I(R)*)//)

FORMAT (39X sF 7 e84 +e6XeF965)

FORMATY (28XeF 794 e2XeF9e¢5 315X 1FT7e8 92X eF9e5)

FORMAT (28X eF T e84 32X eF9e502(5)+sFT7e¢4:,2XeF9¢5))

FORMAT (28X eF T eG4 92X sF 953 (S5)sFTe 392X eF9e¢5))

FORMAT (SXoF Te4e2XeFFaS5+4(5)sFT7eb+2XsF9e5))

END

SUBRDUTINE SPLINE (IMASNSL1sZDIVeZDISTsZINTHLAMIZPNTIWLZ:ZDTRZD,ZBI
1GoZSIGsZWAVESIWT)

IMPLICIT REALAB{B-H,0-Y)

DIMENSION ZDIST(1)sZINT(1),ELEMNT(5),Z2SIG(1)+sZWAVE(1) ,FACTAOR(6),YOD
1UTC101e3)oYINT(S1)oXDIST(S1 ) SIGHAY(S51) YMID(S5093)+SIGMAS{S0) +ZDTR
2( 1) +WAVE(4) 2Z281G(4)

DATA FACTOR/Z0:825D00e¢0685D00:0:8750000e90D0+0925D0509500/

EXECUTE SPLINE FIT AND VARIANCE ESTIMATE FO MIDPTS FOR EACH LINE:
TOT SIGMA = SORT(FIT SIGMA**24DATA SIGMA*%k2) DATA SIGMA IS TAKEN
AS AVERAGE OF SIGMA OF FOUR NEIGHBORING INPUT DATA POINTS EXCEPT
FOR THE ENDPOINTS WHERE IT I3 TAKEN AS THE AVERAGE OF THE ENDPOINT
SIGNA AND THE TWO ADJACENT INTERIOR POINT SIGMA VALUES

WAVEC(LZ)=ZWAVE(LZ)

I=tz

CALL READS(NP TS+ YENT o XDISTLEI_EMNT s WAVE s XZERO2 I s SIGMAY ¢ LSHIFT,SCHKo
INFACTRINS1: ZPNT o KWAT)

IWT=KWT

CALL INTERP (NPTSsYINT s XDISTsIoSCHKsYMIDsNFACTRIFACTOR)

SIGMAS(1)=YMID(1,3)

SIG=(SIGMAY (1 )+SIGNAY(2)+SIGMAY(3))/3.D0

YRID(13)=DSQRT(SIG*%2+4SIGMAS(1)%%2)

NPTSS=NPTS-1
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10

24
25

30

40
41

45

60

DO 10 N=3,NPTSS
J=N=1

IGMAY(N)+SIGMAY(NN))/74.D0
2+SIGx%2)

J+SIGMAY(NPTS) ) /3.D0
SIGMAS(NPTSS)**%2)

NN=(N/2) %2
IF(NNeNESN) GC TO 25
LL=N/2

D0 24 L=1,3
YOUTI(N.L)=YMID(LLsL)
GG TQ 30

LLL={N+1)/2
YOUT(N»1)=XDIST(LLL)
YOUT{N,2)=YINT(LLL)
YOUT(N+3)=SIGMAY(LLL)
CONTINUE

CORRECY YOUT FOR ZERO SHIFT

ITAG=0

IF(LSHIFToNEel) GO TO 41
JSTART=1

DO 40 J=1,NUP
YOUT(Js1)=YOUT(J,1)-XZERC
IF(YOUT(Jo1)eGEeOe0O) GO TO 40
JSTART=J+1

CONTI NUE

IF(LSHIFT eNES ) JSTART=1
DG 45 JU=JSTART.NUP
ITAG=ITAG+!
ZOIST(ITAG)=YDUT(Js1)
ZINTCITAG)=YOUT(Je2)
ZSIG(ITAG)=YOUT( J»3}
IMA=ITAG

DETYERMINE POSITION OF MAX IN LATERAL INTENSITY ARRAY

Z81G6{(LZ)=Z0IST(3)

DO 60 J=4,1IMA

JJdi=J-1

IFCZINT(J) e GELZINT(JIJ)) 2BIGILZ)=ZDIST(J)
CONTINUE
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64
1000
65
1001

1002
66

67T

IF(LAM-1) 65,65,64

WRITE(6,1000)

FORMAT (1H1)

WRITE(6,1001) IMA

FORMAT(//7/714X«"LATERAL INTENSITY DISTRN HAS BEEN FIT B8Y SEGMENTED
1SPLINE, MIDPOINTS INTERPOLATEDs AND SIGMAS DETERMINED®,/+14X,*RESU

2LTING LATERAL DATA HAS BEEN ZERG CORRECTED FOR' 4 I3e2X s "POINTS®,/ /7T
32S0*"X" s T38s%U(X)*sTO600*SIGMA(U(X) ) o//)

DO 66 JU=1,1IMA

FORMAT (T20:F1064:7333F10645750s=11464)

WRITE(S691002) ZDIST(JI+ ZINT(.J)2SIG(J)

Z0=AB8S(ZDIST( I IMA))

DO 67 JU=1,1IMA

ZOTR( J)I=ZDIST(U)I /72D

ZDIV=ABS(ZDTR{2)-ZDTR (1))

ZPNT=ZPNT/ZD

RETURN

END

SUBROUTINE READS (NPTS,YINT s XDISTSsELEMNT s WAVE s XZERO s I s SIGMAY L SHIF
1ToSCHK«NFACTR ¢ NS+ ZPNT, KWT)

IMPLICIT REAL®8(A~H,0-Y)

DIMENSION YINT({1)eXDIST(I)»EILEMNT(S)sWAVE(1)sSIGMAY(1)

READ INPUT XY PAIRS FOR LINE I

READ(S»100) NPTSeNS1s ELEMNT 3 ZJPNT,LSHIFT XZERO+sNFACTRSKWT
FORMAT(2IS5+s5X1S5A45F1060+15sF10e0,+215)
DG 10 J=1.NPTS
FORMAT (3F10e0)
READ (S5,101) XDIST{(I)»YINT(J),SIGMAY(J)
SCHK=XDISTI(NPTS)
RETURN
END
SUBROUTINE INTERP (NPTSsYINT»XDISTs [+SCHKsYMIDsNFACTR,FACTOR)
IMPLICIT REAL#*®8(A—-H.0-2)
DIMENS ION YHOI.D{S50+5S) s XNORM{ 5D s YNORM(61 s XMID(S5) s YSTOR(S0+5) sYAVE(S
10)oCOEF(6+4)sFACTORCI ) YINT (1D o XDIST(1]leYMID(50+,3)+SIGMA(S0)

CALCULATE SPLINE FIT FOR 6 PT INTERVALS BEGINNING AT XDIST(1) AND
CONTINUE TO STOP: YTABULATE MIDPOINT DiiSTs AVE VALUE,AND SIGMA

DO S J=1,35

YAVE( J)=0.,00

SIGMA(J)=0.00

KQUNT=0

DO 999 JU=1sNPTS

JI=J+S

IF(JJ «eGT eNPTS) GO TO 9999
IF(XDIST(JJ)elLEeSCHK) GO TO 6
WRITE (6,888)
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888

6

10
11

20

29

40

S0

85

90

FORMAT (/7 ¢T25 s kkkkk:kkkxk TRANSTER ERROR IN XDIST(NPTS) TO INTERP
1e END RUN %%kkixkkikkkt)

STOP

KOUNT=KOUNT +1

HSIZE=1.00/3.0D0

K=J+1
YMID(KOUNT ¢ 1)==( XDIST(JI)+XDIST(K)) /2,00
XNORM (1) =-HSI ZE

DO 10 L=2+6

Xi_=L. -2

XNORM(L)=XL*HSIZE

YNORM( 1 )=FACTOR(NFACTR)*Y INT(KOUNT)
L=KQOUNT

DO 20 LL=2,6

L=L+1

YNORM(LL)Y=YINT(L)
YNORM(G6)=FACTOR{(NFACTR) *¥YNORM(6)

CALL MATRIX INVERSION ROUTINZI TO SOLVE FOR SPLINE COEFFICIENTS AND
CALCULATE MIDPOINT X VALWUES AND SPLINE FIT INTENSITY VALUES

CALL XMATRX(6 ,YNORM,COEF o I+ HSIZEKOUNT)
DO 30 LL=2,6

L=LtL-1

XMIDC(L )= (XNORM(LL ) +XNORM(L))
CALL CALCY (I+s6:COEF 4+ XMIDsHS
XINC=XDIST(2)-XDIST(1)

DO 40 JJu=1.4

JJIJI=KOUNT+IJ

XJJ=Jd4
YMID(JUJJIel1)=YMID(KOUNT,,1)+(XJOJRXINC)
OO0 50 L=1,5

LL=KOUNT+L -1
YAVE(LL)I=YAVE{LL)+YHOLD(KOUNT L}

DEF INE STORAGE ARRAY *'YSTOR' FOR SIGMA CALCULATION

/72+D0
1ZE»Y HOLD s KOUNT )

IF(KOUNT L. TeS) GO TO 100
DO 90 N1=1,5

N2=N1-1

N3=KOUNT -N2

YSTOR{(KOUNT ¢N1)=YHOLD (N3,N1)
CONTI NUE

KN=NPTS-5S

IF(KOUNT ¢ LT eKN) GO YO 999
DO 91 Nil=1,4

N2=KOUNT+N1

NN=N1<+1
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100

101

102
999

9999

56

ST

S8
S9

€S

&6
67

DO 91 NNN=NN.S

N3=NNN-N1

NG=KOUNT+1-N3

YSTOR(N2 eN3)=YHOLDI N4+ NNN)
GO TO 999

IF(KOUNT«GTel) GO TO 101
YSTOR(1,1)=YHOLD(1+51)

GO TO 999

D0 102 N1=1KOQUNT

N2=N1~-1

N3=KOUNT ~-N2

YSTOR(KOUNT sN1)=YHOLD(N3,N1)
CONTINUE

CALCULATE SIGMA AND STORE *YAVE®' AND *SIGMA?
YMID(Je2) AND YMID(J»3)s RESPECTIVELY

J=NPTS-1

DO 70 JJd=1.,.J

IF(JJ oL TeS) GO TO S7

KX=NPTS-S

IF(JJ oGT oKK) GO TO 65
YMID(JJe2)=YAVE(JJI/5.D0

DO 56 1I=1,S5
SIGMA(JJI=CYSTOR(JII LI I)-YMID(JUJe2) ) %k%2
SIGMA( JJ)=DSART(SIGMA{JIJI)ra.,00)
YMID(JUJe3)=SIGMA(IJ)

GO TO 70

XJIJd=JJ

YMIDIJJe2)=YAVE(JI)I/XJJ
IF(JJ-GTel) GO TO S8
YMID(JJs3)=06D0

GO TO 70

DO S9 I11=1,4J

SIGMAC JJII=C(YSTOR(JJII)I-YMIC(JUJs2)DEXER2
XEI=XJJ~-1.D0

SIGMA( JJI)I=DSORTISIGMA (JJ)I/XI11)
YMID(JJe3)=SIGMA(JIJ)

GO 70O 70

XKK=NPTS~-JJ
YMID(JJI+2)=YAVE(JJI)I/XKK
IF(JJeLToJ) GO TO 66
YMID(JJe3)=0.00

GO TO 70

III=NPTS—-JJ

OO 67 II=1,1I11
SIGMACLJJI)I=(YSTOR(JIJISII)~-YMID(JIJIs2) ) %%2
XII=I11-1
SIGMA(JJI=DSART(SIGMA(JJ)I/XIT)
YMID(JJe3)=SIGMALIY)

IN

*YMID?*

AS

551

552
563
554
555
556
557
558
559
560
561

562
563
564
5695
S66
S67
568
569
570
571

572
s573
574
S75
S76
8577
578
579
580
581

582
583
S84
58S
S86
s87
588
589
590
591

S92
S93
594
595
596
597
598
S99
600
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1S
16

17
25

26
27

30

99999
2000

CONTINUE

RE TURN

END

SUBROUTINE XMATRXINPTS+YINT ,COGEF, I+ HSIZE s KOUNT)
IMPLICIT REAL#*#8(A-H+0-2Z)

DIMENSEON YINTU(6H)3S(6+6) sCOEF(634)sSCALC(6,6),SOUT(36),YCALI(6)

DETERMINE COEFS OF SPLINE FIT wITH FORTRAN SSP ROUTINE

RETURN TO INTERP AS *COEF?

DG 10 M=1,NPTS

DO 10 L=1,NPTS
K=M-—_

J=L-M

IF(KsEQel) GO TO 8
IF(JaEQel) GO TO 8
(L.EQeM} GO TO 9

DO 15 K=1,NPTS
SCALCLU I 4KI=S(JK)
DO 16 JU=1,.NPTS
YCALCJI=YINT(.J}
%f(NPTSoEQ-G) GO TO 2%
K=0
DO 17 L=1sNPTS
DO 17 K=1.NPTS
IX=IX+1
SOUT(IX)=SCALC{(K,L)
GO TO 26
CALL DGELG (YCAL¢SCALC+6+191+,0E~-16,1ER)
GO TO 27
CALL DGELG (YCAL ¢SOUT +NPTSs1,1.0E-16,1IER)
CONTINUE
DO 30 K=1,.NPTS
COEF(K,I)=YCAI (K)
IF(IER «NEWO) GO TO 99999
RETURN
WRITE(6,2000) IERs KOUNT
FORMAT(/ /777 +sTiSe'kkkx%kk JER =9 9I3e2X+"KOUNT =°,14)
RETURN
END
SUBROUT INE CALCY (I4NPTS,COEF+XMID,HSIZE, YHOLD  KOUNT)
IMPLICIT REAL*8(A-H,0-2)
DIMENSION X{(S)eF(S5).COEF(6+4) +XMID(S5)YHOLD(50+5)

*DGELG?®

AND

8
609

oGO OO
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10

11

14

16
20
40

CALCULATE MIDFPOINT INTERPOLATIED VALUES AND RETURN TO °®*INTERP* AS
ARRAY *YHOLD?*

DC 10 J=1,5

X(JI=XMID(J)

DG 20 JU=1+5S

F(J)=0.D0

DO 15 K=1,NPTS

XK=K

XI=X(J)=(( XK=Z2'eDO)XHSIZE)
HL=—=2 ¢DOXHS I ZE
HU=2 s DOXHSI ZE

IF(X] eGEeHL ) GO TO 11
FlU)I=F(J)+0 D0

GO TO 15

H=-HS 1 ZE

IFIX]l Gl aH) GO TO 12
FCUI=FIIHTLC( X1 4C(2eDOFCHSIZE) ) %¥3,00)/7(4eDOX(HSIZE®%3,D00) }*COEF(K, I

GO TD 15

IF(X]l «eGTe0eDO) GO TO 13 :

TERM=(HS I ZE*%3 .00 )4+ ( (3. D0 (HS3IZE*¥%2e00) ) *{ X1+HSIZE))+((3.DO*HSIZE)
1*(( XI+HSIZE )X k2,D0) )~ (3 4D0O*( [ X14+HSIZE ) *%3 ,D0))
TERM=(TERM/ (4. D0 (HSIZE*%3,D0) ) )*COEF(K,1)

F(JI=F(JII+TERM

GO TO 15

IF{X] eGTaHSIZEE) GO TO 14

TERM=(HS I ZEX¥*3 D0 ) +{( (3. DOX(HSIZEx%2,D0) ). (HSIZE-X1)1+((3.D0*HSIZE)
1%((HSIZE-X1)%4k2¢D01)-(3 eDOX*((HSIZE-X1)*%3,D0))
TERM=(TERM/ (4 +DO*(HSI ZE%X%3,00) ) )*COEF(K,I)

FlJU)I=F(J)4+TERM

GO TO 1S

IF(X1eGTaHU) GO TO 16

TERM=((2.DO*HSIZE)-X1 )**x3,00
TERM=(TERM/ (4 .DOX(HSIZEX%3,00) ) I%COEF(K-I)
F(II=F{JI+TERM

GO TO 1S

F(J)I)=F(J)+0.D0

CONTINUE

CONTINUE

DO 40 N=1+5

YHOLD(KOUNT s N ) =F (N)

RETURN

END

SUBROUTINE DKABEL (XDTRoYINT«IMASNSLIsNZ+XPNTsRADyRDI KT« XD XBIG,LZ
1+DELIR+sSIGMAY 5L 1+1IWT)

ODIMENS ION XDTR(1)+sYINT(1),RADIL1)+RDOI(1)+XBIG(1)+sDELIR(1)oSEGEND(S)
1,SIGMAY (1) sCOEF(S+S)+DELCOF(5e5)s RA(2) s XA(S1)yYAL{S1)s YCHECKI(S105),
20IFY(S1)+PERCNTI{S1);AVEPCT(12)»STDDEV(S)+sDEVAVE(S) +YC(S105) «NTAG(S

651
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3)o,RDST(5) 701

DATA NTAG/Z0,0,04,0,0/ 702
DATA RDST/1e001e0516091e091e0/ 703
WRITE (6,1000) 704

1000 FORMAY (///7/77,.7T2+' INPUT DATA TRANSFERRED TO DKABEL®) 705
WRITE (6+1001) 706

1001 FORMAT (/TG e" IDEX? s T25 31 XDTR® (TS0, *VINT?) 707
DO 100 IDEX=1,IMA 708

1002 FORMAT (/eT6312+T209E11649eTa45,E11e4) 709
100 WRITE (6,1002) IDEX+XDTR{IDEX).YINT(IDEX) 710
DO S J=1+5 711
SEGEND{( J)=0.0 712

DO 5 I=1+5 713
COEF(XI+sJ)=0e0 714

S DELCOF(l1eJ)=040 715
716
SET UP 20ME SEGMENTS FOR POLY FIT (3 TO S ZONES) 717 -

718

NSEGS=NS1 719

XBIGILZ)=XBIG(LZ)/XD
IF(NSEGS=-4) 10,25,29

10 CHECK=XBIG(LZ)-03333333
CHECK=ABS (CHECK)
IF(CHECKaGT «0.100) GO TC 12
IF(XBIGI(LZ)-0e3333333) 11ls11412 725

NNSNSNS
SISV
PUWN=O

11 SEGEND(1)=0.450 726
SEGEND(2)=0.750 727
SEGEND(31=1 000 728
NSEGS=3 729
GO TO 30 730

12 CHECK=XBIG(LZ )-0+6666667 731
CHECK=ABS({CHECK) 732
IF(CHECK cGT o0 100) GO TQ 14 733
IF(XBIGI(LZ)-0.6666667) 13,13,14 734

13 SEGEND(1)=0.350 735
SEGEND{2)=0.750 736
SEGEND(3)=1 «000 737
NSEGS=3 738
GO TO 30 739

14 IF(XBIG(LZ)~002333333) 154+15,516 740

15 SEGEND{(1)=0.3333333 741
SEGEND(2)=0 6666667 742
SEGEND(3)=1.0000000 743
NSEGS=3 744
GO TO 30 745

16 IF(XBIG(LZ)~0e6666667) 174+13,19 746

17 IF(XBIG(LZ)~()e4333333) 18,13,19 747

18 SEGEND(13)=0.250 748
SEGEND{2)=04650 749
SEGEND(3)=1,000 750

91T
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751

NSEGS=3
GO TO 30 752
19 IF(XBIGI(LZ)~-0,7666667) 20,20,21 753
20 SEGEND(1)=0.,300 754
SEGEND(2)=04550 755
SEGEND(3)=1,000 756
NSEGS=3 757
GO TO 30 758
21 SEGEND(1131=0.3333333 759
SEGEND(2)=06666667 760
SEGEND(3)=1.,0000000 761
NSEGS=3 762
GO TO 30 763
25 SEGEND(1)=0.250 764
SEGEND(2)=0.500 765
SEGENDI(3)=0.750 766
SEGEND(4)=1.000 767
NSEGS=4 768
GO TO 30 769
29 NSEGS=5 770
SEGEND(1)=0.2 771
SEGEND(2)=044% 772
SEGEND(3)=0.6 773
SEGEND(4)=0.8 774
SEGEND(S5)=1,.,0 775
30 CONTINUE 776
777
CALL ROUTINE SEGMNT FOR ZONE COEFS AND SIGMA VALUES 778
779
CALL SEGMNT (XDTResYINTs IMAsNS1,NSEGSsNZ+COEF,DELCOF,SEGENDsSIGMAY, 780
INTAG, I1WT) 781
DO 35S I=1,1IMA 782
XAC(I)=XDTR(I) 783
35 YACII=YINT(I) 784
785
COMPARE CALCUI_ATED TO INPUT Y VALUES FOR EACH ZONE 736
787
WRITE (6+2000) 788
2000 FORMAT (///7/77+T100*REGION® 4T 22, *DIST*sT33:s*CALCY?® 1, T4S s "REALY"® »T56, 789
1°DIFF* ,T73,"PERCENT® 3 T88, 'AVE PERCENT®*2T102+*WEIGHTED STD DEV*) 790
IMS1=NTAG(1) 791
NSEG=NSEGS 792
IZONE=1 793
SUMPCT=0.0 794
SUMERR=0.0 79S
AVEDEV=0.0 796
YSUM=0.0 797
DB 7S I=1.]MSI 798
799

XCHEC2=XAC(X )xXA(I)
XCHEC4=XCHEC2kXCHEC?2 800
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74
2001
75

78
76

77

200

XCHEC6=XCHEC4 k¥ XCHEC?2
XCHECB8=XCHEC6&XCHEC2

YCHECK(I.I)=COEF(1-1)+(COEF(2»1)¥XCHEC2)#(COEF(3vl)*XCHECa)*(COEF(
14,1 )*XCHEC6)+{COEF(5,+1)*XCHECSB)

DIFY({I)=YA(I)~-YCHECK(I.1)

PERCNT(I)=(DIFY(I)*100s)/YA(I)

PERCNT(1)=ABS{(PERCNT(I))

SUMPCT=SUMPCT +PERCNT(I)

SUMERR=SUMERRH(DIFY(I)*DIFY(I)/YA(I))
AVEDEV=AVEDEV+(DIFY(I1)%DIFY(I))

YSUM=YSUM+YA(I)

IF(I.NEsIMS1) GO TO 74

X1=1
AVEPCT (1) =SUMPCT/XI
STDDEV(1)=SQRT{SUMERR/
DEVAVE(1 )=SQRT{AVEDEV/

(

( Z(YSUM/ XT)
WRITE (5,3000) IZONE,XA

£

4

CK{Is1).YA(I)sDIFY(I)sPERCNT(I),,AVE

M~

IPCT(1),.,STODEV(1)sDEVAYV
FORMAT (T12.,12,T20,F8e.
1E1104:T1050E1104+T117,E

GD TG 7S5

WRITE(6»,2001) IZONE XA

FORMAT (T12+,12,T20,F8e4

CONTINUE

DO 80 J=2,NSEG

NHOLD=0

JJi=J-1

N1=NTAG(JJ) +]

N2=NTAG( J)

SUMPCT=00

SUMERR=0,0

AVEDEV=00

YSUM=0,.,0

IF (JaNEeNSEG) GO TO 78

N2=1IMA

DO 79 K=N1l,N2

XCHEC1=XA(K)

XCHEC2=XA(K )X XA(K

XCHEC3=XCHEC2 *XA(
3

e8¢ TA44,FBe8eTSAsE11e40T72+E11e4,T87,

°
)
YCHECK(I+1) o YA(I)+sDIFY(I)»PERCNT(I)
2F B8e8eTA4FB8e49sTSG,E11.4eT724+E1104)

)
XCHECA=XCHEC3 *X )
YCHECK{K s J)=COEF .
14+ J)%*XCHEC3)43 (COEF(
DIFY{K)=YA(K)—-YCHEC Ko J)
DIFYI=DIFY(K)%XDIFY(K)

IF (YA(K)0oEQs0.0) GO TO 200
PERCNT (K)}=ABS ((DIFY(K)¥100e ) /YA(K) ]
DIF2=DIFYI(KIH*DIFY(K)I/YA(K)
GO TO 201

PERCNT (K )=0«C
DIF2=DIFVI(K?*DIFY{(K)

+{COEF(2sJ)EXCHEC1)+(COEF( 3+ J)®XCHEC2) +(CDEF(

3
K
K
1eJ)
FIS¢J)EXCHECS)
ECK(

K

NEOEOOE
b b Pt b ot b b
D~NOUNPWN
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201

3001

202
2002
79
80

3999

4000

4001
49

46

NHOLD =NHOLD+1}

SUMPCT=SUNMPCY+PERCNT(K)

AVEDEV=AVEDEV+DIFY I

YSUM=YSUM+YA( K)

SUMERR=SUMERR+DIF2

IF(KeNEJN2) GO TO 202

XK=N2~N1+1~NHOLD

AVERPCT (J)=SUMPCT/XK

XFREE=N2~-N1

IF(XFREELE ¢0¢0) XFREE=1.0

STDDEV(J)I=SAQRT(SUMERR/XFREE)

DEVAVE(J)I=SART(AVEDEV/XFREE )/{YSUM/(XFREE<+1 «0))

URITE (6+3001) JeXA(K) s YCHECK (KsJ) oVYA(K) +DIFY(K)PERCNT(K) s AVEPCT(
1J2oSTDDEV(J) sOEVAVE(J)

FORMAT (T12e¢I2sT20:F804+sT320F 8eQeTR4¢F8e49sTSG+E1108:,T72+E11e4sT87
1E11e49sT105,E11e4sT117,E1544)

GO TO 79

WRITE (6420021 JeXA(K ) s YCHECK{(KsJ ) o YA(K) oDIFY(K) 4PERCNT (K)
FORMAT (T12+12eT200F838+T323FBe@9sTA4,F8e64+T54eE1104+sT72+E1164)
CONTINUE

CONTINUE

WRITE (6+3999)
FORMAT (//7/7+T10.*"WEIGHTED STD DEV DEFINED ASI%4,/sT15,*SQUARE ROO

1T OF: (SURIDIFF®52/REALY))/ZINUM PTS IN ZONE - 1)°%+///sT10+*LAST C

20LUMN: {SQRT(SUMI(DIFF**2/(NPTS-1)))/(MEAN VALUE REALY FOR ZONE)"*)

WRITE (6+4C001)

FORMAT (//7773T10+*REGION®,T22+*DIST*9sT33,°*CALCY")
1Z=1

DO 49 I=2,1IMSI

J=1-1

XAVE=(XAC(I) +XA(JI) /2.
XC2=XAVE*XAVE

XCAHA=XC2%XC2

XCE=XCa%XC2

XC8=XCO6*XC2
YC(J91)=COEF(1o1)+(COEF(2,1)%XC2)+{COEF(3+1)%XC4)+t(COEF(4:,1)%XCO)+
1(COEF{(S,1)%xXC8)

WRITE (6+4001) IZ.XAVE,V¥YC(Jo1l)
FORMAT (T12+sI2:sT20sF8¢4+T732+F864)
CONTINUE

DO 48 J=2+.NSEG

JI=J-1

NI=NTAG(JJ )} +2

N2=NTAG(J)

IF(JeNESNSEG! GO TO 46

N2=1IMA

DO 47 K=N1,N2

K2=K-1

XAVE=(XA(K)+XA(K2))/72.

XCl=XAVE

8851
852
883
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
8vT7
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
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onn

4002
47
ag

500

518

S19

520
S21

S50

S$55

556

XC2=XAVEXXAVE

XC3=XC2%¥XAVE

XC4=XC3%kXAVE

YC(K2 3 J)=COEF (e J)+(COEF(2+J)EXC1)+(COEF(3+4J)%kXC2)+(CAEF(4,J)%XC3)
1+ (COEF(S+J)%XXC4s)

WRITE (644002) JsXAVE eYC(K24J)

FORMAT (T12:I2:T209sFBe4%4+sT320F 8e4)

CONTINUE

CONTINUE

CALCULATE RADIAL INTENSITY VALUES BASED ON POLY FIT

RM=0,0

X=SEGEND(1}

X3=Xk%«3

XS=XE®%S

XP?=X®%x7

RAL1=COEF (20 1) X+2¢*COEF(391)#X3/3e+3e*COEF(4,1)%kX5/S¢+4.%COEF(Ss1)
1XX7/77,

RA2==2+*RA1/3141593

DO 521 J=2¢NSEGS

1=3i

XLC=SEGEND{ J)

RA(I)=COEF (2 J)X®ALOGIXLC)+2 ¥ COEF (39 J)XXLCH+3+%COEF(4+4) XXLCEXLC/ 2,

1+4 4 COEF(So ) EXLCERXLCXXLC/3
?0 TO (S519-,5201)»1

=2
XL C=SEGEND({ J-11)

GO TO S18
RM1=—(RA(1)-RA(2))/3141593
RM=RM 1 +RM
CONTINUE
RAD(1)=RAZ2+RM
RDI(1)=0.0
KT=1
R=0,00
LC=1
R=R+XPNT
IF(ReGT«SEGEND{NSEGS)) GO TC 600
IF(R«GT«SEGEND(LC)) LC=LC+!
KT=KT+1

RDI{KT)=R
RM=0.0
R2=R*R

GO TO (S75:555+s5559555+555) #+L.C
X=SEGEND((LC)

X2=X*%X
B=SQRT(X2-R2}
83=8B%8*8
RAL1=COEF(2,LC)XALOGC(X4+B)/R )1 26 *%COEF (3oL Cl*¥B+3e/2¢*%COEF (4,LC)*(X%B

943
944

949
950

0ct



[aXale]

14R2*ALOGIIXIB)I/R) ) +4 . *COEF(S+L.CI.(B3/3.+R2%B)
RA2=~-RA1/3.141593
IF(LCJLTSNSEGS) GO TO S57
RAD(KT I=RAZ RM
GO TO SSO
S557 LCUP=LC+1
RM=0Q,0
D0 S68S J=LCUP,NSEGS
I1=1
XLC=SEGEND(J)
558 X2LC=XLC*®XLC
A=SQRT{(X2L.C.~R2)
A3=AKAEA
RA(I)=COEF(2:J)XRALOGIXLCH+A)+Z 2 ¥COEF (39 J)*A+3,/2.%¥COEF (4+J)*(XLC*A+
IR2%ALOGIXLC4+A) ) +8. xCOEF(SeJ)H(A3/ 3« +R2%A)
GO TO (5S59:¢560Q),1I
559 1=2
XLC=SEGEND( J-1)
GO TO 558
560 RM1=—=(RA(1)~RAC2))/3.141593
Rit=RM1 +RM
565 CONTINUE
RAD(KTI=RAZ+RNM
GO TO 550
575 X=SEGEND(1)
X2==X¥X
B=SQRT{({X2-R2)
R4=R2¥R2
R6=R2%R4&
B2=8%8
B83=B2%B
85=82%B3
B87=B2%8S
RA1=2.%COEF(2,1)%B+4¢ ¥COEF(3,1)%(B3/3++R2*B})+6.*COEF(4+1)1%{(RAXB+2,
1¥R2%XB3/3.4B5/ 50 )+8B+XCNEF(S, 1) (RHEXBHRAXB3I+3,%¥R2*B5/5.+8B7/7.)
RA2=—RA1/3.141593
GO TO 557
600 DD 610 I=1.KT
610 ROI(I)I=RDI(I):#&XD
WRITE (6:5002) NSEGSs NSEGSe {SEGEND(I) +1I=1,NSEGS)
S002 FORMAT (/77 TS50 % ZONE DIVESIONS FOR?" 2 I3e2Xe *SEGMENTS? s /7 +TSe "REGION
1(1)=~=-——REGION(* 3113 )= ?,5(Elle®+5X))

CALCULATE SIGMA VALUES FDOR RADIAL INTENSITIES

DO 66 1I=1,NSEGS

66 RDST(I)=SEGEND(I)
DO 67 I1=1,KT

67 RDI(I1I=RDI(I1)}I/7 XD
DO 90 I=1.KT

951
952
953
954
955
956
957
958
959
960
961

962
963
964
965
966
967
968
969
970

971

972
973
974
975
976
977
978
979
980
981

982
983
984
985S
986
987
988
989
990
991
992
993
994

995

996
997
998
999
1000
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IF(RDI(I ) oGTLROST(LI) GO TO &2

G=SQRT(RDST(1)**2+-RDI(I)%%*2,)

DEL1=(2*%ABS(G)*DELCOF(2:1))-{4.,*%ABS(((G*%3,)/
1)6DELCOF(341) )+ (6 *ABS(C((RDI(I)%%k4,)%G)+((2./3
230))40(1 /563 1(G*¥%5:) ) ) XDELCOF(4,1))+(Be*ABS((
BI(I)*¥%46 ) X{ G343 )Ft((3a/Se)*(RDIC(I)*EX26 Rk {(G*%5
4) )RDELCOF(Ss11))

DELZ2=0.0

DO 89 J=2.,NSEGS

K=J-1

GJ=SART(RDOST(J)*%2,—~RDI{(I)I%%2,)

GK=SQRT(RDST(K ) %x*2,—~RDI(I) %%k 2,)

ADD=( ABS(ALAOQG((RDST(J)+GJ)/7(RDST(K)I+GK) ) )I*DELC
1GK)IRDELCOF(3J))+(1.5kABS((RDST(J)I%XGY)~(RDST(K
2ALOGC(RDST(J)IHGID/Z7IRDST(K)+GK )) )) RDELCOF(4,J))
3s)-((GKEE34)/B4)F((RDI(1)*%2,)%*(GJ-GK) ) )I*DELCO

89 DEL2=DEL2+ADD

DELIR(I)=((DEI.1+DEL2)/3+141533)%100.0

DELIR(CIDI=DELIR(I)/RAD(]I)

GO T0O 90

82 IF(RDI(1I)LELRDST(2)) L=2

IF(RDI(I)LELRDST(3)) L=3

IF(RDI(Y)LELRDST(4)) L=4

IF(RDI(I)LELRDST(S)) L=S

IFCRDICI)«GTRDST(5)) GO TO 9E

G=SQRT(RDSTIL)I®%®2,—RDI(I)*%2,)

RDI2=ROI(I)*RDIC(CI)

XTMLOG=ALOG((RDST(L) +G)/RDI(I))

DEL1=(ABS(XTMI.OG)EDELCAOF{(2,L) )%+ (2. %
10ST(L)I2G)+(RDI2XTMLOG) )DELZOF (4 oL
2))XDELCOF(S.L )}

IF(LLTeNSEGS) GO TO 87

DELIR(I)=(DEL1/3141593):¢100,.,0

DIFRNC=RAD(I)-0.,0

ABDIF=ABS(DIFRNC)

IF(ABDIF«LT0.0000001) GO TO 90

DELIR(I)=DELII(I)/RAD(I)

GO TO 90

87 N1=L+1

DEL2=0 0

DO 88 M=N1,NSEGS

N=M~1

GM=SQRT(ROSTI(M) % %2, ~RDI(I)**%Z2,)

GN=SQRT(RDST(N) *%2 (~RDI(I)%*%2,)

ADD=( ABS(ALOG((RDST(M)+GM) /IRDSTI(NI+GN) ) )I)*DELC
IGN)*DELCOF(3sM) )+(1.S*ABS((RDST(M ) *GM)-(RDST(N
2ALO0G{ (RDST{(M) +GM)I/(RDST(N)+GN)) )) *DELCOF{4,M))
B3¢)-((GN%®%TJo )/ 3, )+((ROI(I)I**x2.)*I{GN~-GN) } )*DELCO

88 DELI=DEL2+ADD

DELIR(I)I=((DELI+DEL2)/3141593)*100.0

N+=-0

%*
I

J*%34)/3

T

ABS(GJ~-
)x%k2,4) %

ABS(G) *DE_COF(3+,L))+(1.5S*ABS((R
) )+ (44 *¥ABS{((Gk%3,)/3.)+(RDI2%G

ABS ( GM~—
%2, ) %
*k3 ) /3

1008
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a0
92

93
gl

6000

101
23
102
5000

5001
28

299
3¢0

N OO0 P N

DELIR(I)=DELIR(I)I/RAD(1)

CONTINUE

IF(I.EQeKT) GG TO 93

KT=J-1

DO 91 12=1,.KT

RDOI(12)=ROI(LI2)*XD

SUMR=0 »

WRITE (6+,6000)

FORMATY (///777 72961 oT4S*ROILI)*T67+*RAD{(I)"*,T8B3,*'DELTA RAD IN
1PERCENT?® )

DO 23 K=1,KT
FORMAT (27XsIZls2
SUMR=SUMR+RAD(K)
WRITE (6+101) KyRDI(KD)sRAD(K) »DEL IR(K)

UYRITE (6+102) SUMR

FORMAT (//77+:TE0,*'SUM I(R)] = ¢ ,2XeElle4)

URITE (6+5000)

FORMAT (/7777 ¢T10,7J0" T 15,1 ,T30,'OELCOF(L,J)")
DG 28 J=1,.NSEG

DO 28 I=2.5

FORMAT (T9,12:T14+12,7T30,E11.4)

WRITE (6+5001) JsI-sDELCOF(I,.4)

IF {(L1eEQo2) GO TO 300

DO 299 NABS=1 (KT

(12XsE1104)sT30eZ11e4)

RAD(NABS)=ABS (RAD(NABS) )

RETURN

END

SUBROUT INE SEGMNT (XA YAoIMA LNS1.NSEGSs NZoeCOEF + DELCOF 4 SEGsSIGASNTA
1Go IWT)

DIMENSION RELCOF(S9S5S) ySRELC(S5eS)eFTESTS(S) «FTESTO6(S)FTEST7(S)

DIMENSION XA{(L) +YACL1)COEF(S5:5)+DELCAOF(5:5)+SEG(1}+sSIGA(1) sPERCT(7
1) oFTESTI(S5) FTEST2(S) oFTEST3[S) FTESTA(S) s NTAG(S)+ XSTOR(11+5)sYSTO
P2RE110¢5)sSSTOR(1165)+XFIT(3S) H»VFIT(3S)+SFIT(3S) FTEST(S)IsYCALC(3S),
3REALC(S) sSIGMAC(S)I +REILC(S5)»SIGMAR(S) sCHISQR(S5)

DATA FTEST1/16200¢0+108¢0:550693103+922687 »FTEST2/7405060+984593441>
1210291663/ +FTEST3/64800938e53517 022126201060/ +FTEST4/161603518¢5+100¢
21907671 36661 /+PERCT/0+519100+21535609106032560+5040/

DATA FTESTS/39e998e5305¢54+8:,5894e¢06/ FTESTE/568302e5792¢02018101

1689/ FTEST7/100090e6667905585,005495006528/
GO TO (1334S5¢7311521631)+N2

DO 2 I=1.,5

FTEST(I)=FTEST1(1I)

GO TO 9
DO &4 I=1,5
FTEST(I)=F

GC Ta o

DO 6 I=1+5
FTEST(I)=FTEST3(I1)
GO 7O 9

DO 8 I=1+5

TEST2(1)

£ct



8

11
12

21
22

31
32

9
1000

1001

1002
10

200¢C
1003

15

20

25

FTEST(I)=FTESTG4 (I}

GO T0 9

DO 12 I=1+5

FTYEST(EI)=FTESTS(1)

GO TO 9

DO 22 I=1.:5

FTEST(I)=FTEST6(I)

GO TO 9

DO 32 [=1,.5

FTEST( IY=FTEST7(1)

WRITE (6,1000) PERCTI{NZ)+NSEGS

FORMAT (1H1 ,T15,'RADIAL INTENSITY DISTRIBUTION CALCULATIONT' 3//,»T15
1o "ABEL INVERSION UTILIZING WEIGHTED LEAST—-SQUARES POLYNOMIAL FITTI
2NG OF THE LATERAL INTENSITY CISTRRIBUTION® o/ ,T20,'F-TEST FOR SIGNIF
3I1ICANCE OF ADDED COEFFICIENT FOR®*sF6e292Xs ‘PERCENT PROBABILITY OF E
4XCEED ING THE F—=VALUE?® 4//sT254"THZ LATERAL I(X) PROFILE HAS BEEN DI
SVIDED INTO® 4I2:2Xs*ZONES?)

WRITE {(6,100112

FORMAT (/7777 «T15,9Z0ONE ODIVISIONS ON REDUCED RADIUS SCALE® 3/,T15,°*
1 ZONE NUMBER® ,T3S,'DISTANCE®)

DGO 10 I=1¢NSEGS

FORMAT (T20+,I2:T325E1447)

WRITE (6+1002) I,SEG(I)

WRITE (6,2000) (FTEST(I}¥eI=1.%5)

FORMAT (/7 sT1S e *FTEST(1)~——FTEST(5)="'+5(2X»E136))

WRITE (6,1003)
FORMAT (/// +TZ20
1°POLY® +SXo?2Y® ,5X
294+ 44X 4PDUEXKXT®,
3 ,14X e *'B*o14Xs°C
DO 1S J=1-oNSEGS
DO 15 I=1,1IMA
) eGTSEG(J)) GO 7O 15

¢ THE FOLLOWIMG COEFFICIENTS WERE OBTYAINED® +//,727,
e ' =V s EX 9" AT 36X 2T+ 35Xy TBEXT 95X s "4 96X PCKX¥k%(k2,4X
QXQ'*"oQX"E*X**Q'.//.TZOv'REGION'vZX.'DEG'019X"A
0, 14X "D 314X s%E® 9./ //)

0
Q
Z
-
L]
~ PpIL~

XSTOR
SSTOR(

e Wi Nz

Ni=LC-1
N2=NTAG(N
N3=NTAG(LC
I=0

DO 25 J=N2+N3
I=1+1
XSTOR(1,LC)=XA(J)
YSTOR(ISLCI=YA(JI)
SSTOR(1,.LC)=SIGA(

52 N we «r

J
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120

125

126

127

130

135

D0 999 LC=1.NSEGS

IF(NSEGS-4) 100+200, 300

GO TO (110+,120,130),LC

N=NTAG(1)

DO 115 I=1sN
XFIT(I)=XSTOR(I,1)%x%2
YEITC(I)=YSTOR(Is1)
SFIT(I)=SSTOR(I,1)
I=N

DO 116 J=1.,3

I=I+1
XFITCI)=XSTOR(Js2)x*2
YFIT(I)=YSTOR(Js2)
SFIT(I)=SSTOR(J,+2)
NFEIT=N+3

GO TO S00
N1=NTAG(1)-2

N2=NT AG(1)
N3=NTAG(2)

1=0

DO 125 J=N1.N2
I=1+1
XFITCI)=XSTOR(J 1)
YFIT(I)=YSTOR{(J»1}
SFIT(I)=SSTOR(Js1}
NN=N3-N2

DO 126 J=1+NN
I=1I+1

XFIT{I)=XSTOR{J+2)
YEFIT(I)=YSTOR{Js2)
SFITCI)I=SSTOR(J2)
DO 127 J=1.,3
I=F+1
XKEFIT{II=XSTOR(J¢3
YEFIT(I)=YSTOR(J+3
SFIT(I)=SSTOR{J.3
NFIT=1I

GO YO S00
N1=(NTAG(2)-NTAG(1
N2=NTAG(2)~NTAG(1)
N3=NTAG(3)~NTAG(2)
I=0

DO 135 J=N1.N2
I=1+1
XFITCI)=XSTOR{J»2)
YFIT(I)I=YSTOR(Js2)
SFIT(I)=SSTOR(J,2)
DO 136 J=1sN3
I=1+1
XFIY(I)=XSTOR(J,.3)

LR A
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136

200
210

220

225

226

227

230

YEFIT(I)=YSTOR({Js3)
SFIT(I)=SSTOR(J,+3)

NFIT=I

GO TO 500

GO TO (210,220,+230,240) L C
N1=NTAG(1)

N2=NT AG(2)-NTAG(1)

1=0

DO 215 J=1sN1

I=I+1

XFIT(I)=XSTOR{Jsl)EXx2
YEFIT(I)=YSTOR(Js1)
SFIT(I)=SSTOR(Js1)
DO 216 J=1.N2
I=1+1
XFIT(I)=XSTOR(J-2)}
YFIT(1)=YSTOR( J»2)
SFIT(1)=SSTOR(Je2)
NFEIT=I

GO TO S00

NI1=NT AG(1)%*3/4
N2=NTAG( 1)-N1-+1
N3=NT AG(1)
N4=NTAG(2)-NTAG(1)
NS=(NTAG(3)-NTAG(2))*3/4
1=0

DO 225 J=N2+N3
I=I+1
XEIT(I)=XSTOR{Js1
YEFIT{I)=YSTOR(J,1
SFIT(I)=SSTOR(J 1}
DO 226 J=1.,N4

%D

et X4

I=1+1

XFIT(I)=XSTOR(J+2)
YFIT{I)=YSTOR(J,2)
SFIT(I)=SSTOR(J,»2)

DO 227 J=1sNS

I=I+1

XFIT(I)=XSTOR(J,3)
YFIT(I)=YSTOR(J+3)
SFITC(I)=SSTOR(Je3)
NFIT=1

GO TO 500
N1=(NTAG(2)}-NTAG(1))%3/4
N2=(NTAG(2)}-NTAG(1))~N1+1
N3=NTAG(2)~-NTAG(1)
N4=NTAG(3)-NTAG(2)
NS=(NTAG(4)-NTAG(3))*3/4

I1=0
DO 235 JU=N2,N3
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235

236

245

246

300
310

315

316

320

I=I+1
XFIT(I)=XSTOR(J,+2)
YFIT(I)=YSTOR(J,2)
SFIT{I)=SSTOR(J.2)}
DO 236 J=1.-.N&
I=1+1}
XFIT(I)=XSTOR(J»3)
YFITCI)=YSTOR(J,.3)
SFITCI)=SSTOR(J+3)
DO 237 J=1+NS
I=1+1
XFIT{I)=XSTOR(Jes4)
YFITCI)=YSTOR(J+4)
SFIT{(I)=SSTOR(J+4)
NFIT=1

GC TO 500
NI=NTAG(3)-NTAG(2)
N2=NTAG(4}~-NTAG(3)
I=0

DG 245 J=1.Nl1
I=1+1
XFITCI)=XSTOR{J+3)
YEFIT(I)=YSTOR(J+3)
SFIT(I)=SSTOR(J+3)
DO 246 J=1,.N2
I=1+1
XEIT(I)=XSTOR(J»4)
YFET{ 1 )=YSTOR(J+4)
SFIT(I)=SSTOR(J,4)
NFIT=I

GO TO S500

GO TO (31

N1=NT AG(1)
N2=NTAG{(2)~-NTAG(1)
1=0

DO 315 J=1,sN1
I=1+1
XEFITC(ID)=XSTOR(Je1l)
YFITCI)=YSTOR(Js1)
SFITCI)I=SSTOR(Js1)
DO

x%2

J=1eN2

316
1
CI)=XSTOR(Je»2)¥%2
CI)=YSTOR(J+2)
SFIT(I) SSTOR(J+2)
NFIT=1

GO TO S00

IF(LCNE2) GO TO 321
N1=NTAG(1)
N2=NTAG(2)-NTAG(1)

0:320+320:320,330),L.C
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321

325

326

335

336
S00
510

$20

N3=NTAG(3)-NTAG(2)
GO TO 324
LCLI=LC-1
LCL2=LC~-2

LtCu=LC+1

N1=NTAG(LCL1)-NTAG(LCL?2)
N2=NTAG(LC)-NTAG(LCL1)
N3=NTYAG(LCU)-NTAG(LC)
I=0

DO 325 J=1eNl

I=1+1
XFIT(I)=XSTOR(JLC-1)
YFIT(I)=YSTOR(JLC~1)
SEFIT(I)=SSTOR(J,LC-1)
DG 326 J=1sN2

I=1+1
XEITCI)=XSTOR(J,SLC)
YEFITCI)=YSTOR(J,LC)
SFIT(I)=YSTOR(J,LC}
DO 327 J=1.N3

I=1+1
XEFIT(I)=XSTCR(JLC+1)
YFIT(I)=YSTOR{J,LC+1)
SFIT{1)=SSTOR(J,LC+1)
NFIT=1

GO TG 500
N1=NTAG(4)-NTAG(3)
N2=NTAG(S)-NTAGL( &)
=0

DG 335 J=1+N1

I=I+1

XFITCI)I=XSTOR(J+4)
YEFIT(1)=YSTOR(J+4)
SFIT(I)=SSTOR(Js4)
DO 336 J=1,s,N2
I=1+41
XFIT(I)=XSTAOR( J+5)
YFIT{(I)=YSTOR(J+5)
SFIT(I)=SSTOR(J+5)
NEIT=I

SUMS=0.,0

DO S10 I=1,IMA
SUMS=SUMS4SIGA(TI)

IF{SUMSeGT+0,0) GO TO 520

IWT=0
NEVEN=0
NORDER=4
MODE=1WT
NUMCOF=0
MEIT=NFIT-1
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1327
1328
1329
1330
1331

1332
1333
1334
1335
1336
1337
1338
1339
1340
1341

1342
1343
1344
1345
1346
1347
1348
1349
1350
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aXalel

S24

525

526
527

S 30
532
1004
1008
1005

999

IF((MFIT-NORDER)«GTe0) GO TO 524

NORDER=3

IF((MFIT-NORDER) «GTe0) GO TO £24

NORDER=2

IF({(MFIT-NORDER) «GT20) GO TO ©24

NORDER=1

CALL FITPOLE(XFIToYFITsSFITeNFIT«NORDERJNEVEN, MODELFTEST s YCALCyREAL

1C+sSIGMACSRELC s SIGMARSCHI o« NUMCGF )

CHISQR{LC)=CHI

DO S25 1I=1,NJUMCOF

COEF(I.LC)=REALC(I)

DELCOF(I+LCI=SIGMAC(I)}

RELCOF(I,LC)=RELC(I?

SRELC(I+LC)=SIGMAR(I)

NPLUS=NUMCOF+ ]

IF(NPLUS«GTA25) GO TO £27

DO 526 I=NPLUS,5

PEALC(I)=00,0

=0,0

0.0

FCI.LC))

+0) GO TO S30

NPOLY=1-2

GO TO 532

IF(I.EQeS}t. NPOLY=4

WRITE(6+1004) LCyNPOLY(REALC(I)sI=1,5)
» .

FORMAT(T22-1196X3I1814XE13e€34(2X+E1366))

WRITE{(651008) (RELCOF(I LC)esIx=1:+5)

FORMAT (T22+'RELATIVE COEFS = 9 ,3X,5(2X+E136))

WRITE(6,1005) LC,CHISQR(LC) » I WT yNUMCOF

FORMAT(TA0, "REDUCED CHI-SQUAFRE FOR REGION'12,? = ®,E13.692Xs*WEIG
IHT CODE=®+12s2Xe*NOe COEFS=',124¢//)

CONTINUE

RETURN

END

SUBROUTINE FITPOL{XsYoSIGMAY ( NPTS ¢ NORDERe NEVEN s MODE+FTESTs YFITsA6S
LIGMAA sBes SIGMAEIs CHISQRoNTERMS]

DOUBLE PRECISION PoBETA, ALPHALCHI SQsDSQRT

DIMENSION X(1)eY(1)eSIGMAY( 1) +FTEST(1)sYFIT(1)»A(1)+SIGMAA(]1),B8(1}
1+SIGMAB(1 Y

DIMENSION WEIGHT(S1)+sP(51+5):BETA(S) s ALPHA(S,5)

ACCUMULATE WEIGHTS AND POWER SERIES TERMS

NTERMS=1

NCOEFF =1
JMAX=NORDER+1

DO 40 I=1.NPTS
IF(MODE) 22+27,29

1351
1 352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
137S
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
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aonn

NN

non

22
23

25
27

29
31

36
40

S1

61

66

70
71

75
76

81

85
86

91

95

IF(Y(I)) 25427,23
WEIGHT(I)=1.0/7YC(1)

GO TO 31
WEIGHT(I)=1.0/7({~-Y(1)})
GO TO 31
WEIGHT(1)=1.0

GO TO 2321
WEIGHT(I)=1.0/{SIGMAY(I)*%2)
P(1+s1)=1.D0C

DO 36 L=1,NORDER

PCI L+1)=X(I)%&L
CONTINUE

ACCUMULATE MATRICES ALPHA AND BETA

DO S4 J=1+NTERMS

BETA( J)=0.00

DO 5S4 K=1 .NTERMS

ALPHA(J-K)=06.D0

DO 66 I=1,+NPTS

DO 66 J=1,.NTERMS
BETA(JI=BETA(J)I+P(I+J)*Y(I)*WEIGHT (1)

DO 66 K=J+NTERMS
ALPHAC(JsK)=ALPHA(JK) AP (1) %P(I+K)EXWEIGHT(1)
ALPHA(Ke J)=ALPHA(JsK)

DELETE FIXED COEFFICIENTS

IF(NEVEN) 71,91,81
DO 76 JU=3:NTERMS,2
BETA( J)=0.D0

DO 75 K=1,.NTERMS
ALPHA{ J+K)}=0.DO
ALPHA(K.J)=0,D0
ALPHA(Js J)=1.D0

GO TO 91

DO 86 J=2.NTERMS,2
BETA(J)=0.,DO

DO 85 K=1,NTERMS
ALPHA(J«K)=0,00
ALPHA(K,J)=0.00
ALPHA(J,J)=1.00

INVERT CURVATURE MATRIX ALPHZ

DO 95 JU=1+JMAX
A(J)=0.0
SIGMAA(J)=0.0
SIGNMAB(J)=0.0
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(alals]

alalsg!

onon

97
101

103

111
113

L 1S
121

123

131
132
133
134
135

137
138

DO 97 I=1.NPTS

YFITC(IL)=0,.,0

CALL MATINV(ALFPHANTERMSLDET)
IF(DET) 111+,103,111
CHISOR=0,0

GO 1O 170

CALCULATE COEFFICIENTS,s FIT, AND CHI SQUARE

1« NTERMS

s NTERMS
BETA(K)*ALPHA(JoK)
v

I

DO 115 J

00 113

AfJ)I=AL(
S NPTS

) TCTLI+A(II %P L))

1
+
DO 11 1
YFITC L F
CHISQ=0.D0
DO 123 I=1+NPTS
CHISQ=CHISQ#(Y(I)-YFEIT{I))%*k2:XxWEIGHT(I)
FREE=NPTS-NCOEFF
CHISQR=CHISQ/FREE

)
v

TEST FOR END OF FIT

IF(NTERMS—-JMAX) 132s1€1,
IF({NCOEFF-2) 133+134+141
IF(NEVEN) 13741374135
IF(NEVEN) 135,137,135
NTERMS=NTERMS+2

GO TO 138
NTERMS=NTERMS+1
NCOEFF=NCOEFF +1
CHISQ1=CHISQ

GO TO S1
FVALUE=(CHISQI-CHISQ) /CHISQR
IF(FTEST(NTERMS)—-FVALUE) 134,143,143
IF(NEVEN) 144+1464144
NTERMS=NTERMS-2

GO TO 147

NTERMS=NTERMS-1

NCOEFF=NCOEFF -1

JMAX=NTERMS

GO TO S1

151

CALCULATE REMAINDER OF OUTPUT

IF(MODE) 152+.154,152

VARNCE=1 .0

GO TO 1S5S

VARNCE=CHISQR

D00 156 JU=1+NTERMS

SIGMAA( J)=DSQRT{ VARNCEXALPHA( J,J))

1451

1452
1453
1454
1455
1456
1457
1458
1459
1460
1461

1462
1463
1464
1465
14566
1467
1468
1469
1470
1471

1472
1473
1474
1475
1476
1477
1478
1479
1480
1481

1482
1483
1484
1485
1486
1487
1488
1489
1490
1491%

1492
1493
1494
1495
1496
1497
1498
1499
1500
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[alslsl

onn

anon

161
162

164
165

166
170

21
23
24

30

31

41

43

S1

S3

&0

61
63

-

)
J=
)
J
J
L
CONTINUE
B{1)=1,0
RETURN
END
SUBROUTINE MATINV{ARRAY , NORDIIR,DZT)
DOUBLE PRECISION ARRAY, AMAX+sSAVE.DABS
DIMENSION ARRAY(S:5)» IK{S) s JK(S)

DET=1,0
DO 100 K=1,NORDER

FIND LARGEST ELEMENT ARRAY(I.J) IN REST OF MATRIX

AMAX=0DO

DO 30 I=KsNORDER

DO 30 J=K-,NORDER
IF(DABS(AMAX)--DABS(ARRAY(I+J))) 2424430
AMAX=ARRAY (1+.))

IK(K)=1

JK(K)=J

CONTINUE

INTERCHANGE ROWS AND COLUMNS TO PUT AMAX IN ARRAY(K+K)

IF(AMAX) 41,322,411
DET=060

GO TO 140

=1K(K)

IF(I-K) 21,51.,43
DO 50 J=1.NORDER
SAVE=ARRAY (K, .J)

ARRAY (Ko J)=ARRAY (L s J)
ARRAY (I, J)=-SAVE
J=JK(K)

IF(J-K) 21,61,53

DO 60 I=1,NORDER
SAVE=ARRAY( I, K)

ARRAY (I K )=ARRAY (I +J)}
ARRAY ([ 4 J)=-SAVE

ACCUMULATE ELEMENTS OF INVERS3E MATRIX
DO 70 I=1,NORDER

IF(I~-K) 63,70,63
ARRAY(I,K)=—-ARRAY (I +K)/AMAX

JIZACIYI*X&E24+(SIGMAA(L)/A(1))*%2-2,0%V

QIO EGEO RO LD RGO RO RS RG R ES R N RS NG TR EG R RGO RO RS
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[a¥alg)

74
75
80
81

83
90

100

101

CONTINUE

DO 80 I=1¢NORDER

DO 80 J=1,NCRDER

IF(I-K) 74,804+74

IF(JU-K) 7548075

ARRAY ( I+ J)=ARRAY(I, J)+ARRAY (] +KI*¥ARRAY(Ky J)
CONTINUE

DO 90 J=1NORDER

IF(JU-K) 83,90,83

ARRAY (Ko J)=ARRAY (Ko J) /AMAX
CONTINUE

ARRAY (K KI=14O/AMAKX
DET=DET®AMAX

RESTORE ORDERING OF MATRIX

DO 130 L=1,NORDER
K=NORDER-L +1

J=IK{K)

IF(JU-K)} 181,111,105
D0 110 I=1+,NORDER
SAVE=ARRAY (IsK)

ARRAY (I ,K)=-ARRAY(ILsJ)
ARRAY ( I+ J)=SAVE
I=JK{(K)

IF(I-K) 1305130,113

DO 120 J=1+NORDER
SAVE=ARRAY(Ke.l)
ARRAY( Ky J)=—ARRAY(IsJ?
ARRAY ( I+ J)=SAVE
CONTINUE

RETURN

END

SUBROUTINE RADPL (IMAXDIST,YINT,N,RBP,ARI, LZsRADSRDISLAM,

1 OLAB«KTsNZ)

DIMENSION XDISTC1)oYINTC1)sREBP(15+4)+sARI(15+4) RAD(1
l)QRDI(l)’x(sl).Y(Sn’oan(S,oVLl(S)QIGL(s)nDLAB(l)'DLI(S)'DLZ(S)'DL
23(S5)+DLA(S)sDLS(5) o XX(S1),¥YY(51)e XA(15),,YAL1S)

DIMENSION DL6(S5) +DL7(S5) -DLB(S)
1+s0L9(5),DL10(S),DLL11(S)

DATA XL1/7X ARN®9'D R "s9(MM) ", " ‘" * /e
1YL1/7°I(X)"* AND®,° I(R%,*) €, ®/
2IGL/*1 PR®,*0OFIL"»°Es L "+ "INE ®,°* ot/

DATA DL1/°SMOO0® , *THED"+ " L(XV,4") T, */

DATA DL2/°INIT*9*IAL "4°I(X)"," tet */

ODATA DL3/ DKAB' o *EL W2, 2 ITH ©4*F-TE®,."*ST 4

DATA DLA/%0e5S ®*'PERCY,"ENT ' ,*PROB*s" FOR®*/,DLS/%1.0 *L'PERC®*+"*EN
IT *+*'PROBY2" FOR®/Z70DLG/ 7265 ! s "PERC**ENT * ,*PROB"+* FOR'/,DL7/*Se
20 * +YPERC®, *ENT %, 9PROB"y°® FUOR'/,DLB/*EXCE® +*EDIN','G F—®e'VALU®* "

1E s
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1554
1555
1556
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1558
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1567
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1574
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O®

10

11

15

DATA DLG/ Y100 *PERC®*s 'ENT ','2R0B8',* FOR""/
DATA DL10/'25+0*»*'PERC*L"ENT *','PROB®*,* FOR'/
DATA DL11/°5S040° +*PERC?®,*'ENT *4,*'PROB'.* FOR'/
I ZERO=0

DO 1 I=1,IMA

IF (XDIST(I)el.Ta0e) GO TO 1

I ZERO=IZERO+1

X{IZERD)=XDIST(1I)

Y{IZEROI=YINT(I}

CONTINUE

1 ZE=1I MA

IMA=TI ZERO

NZERO=0

DO 4 IJ=1,.N

IF (RBP(IJsLZ)elLTeOe) GO TO

NZERD=NZERO+1

XA{NZERD)=RBP(IJ,L2Z)

YACNZEROI=ARI(IJ.L Z}

CONTINUE

NHOLD=N

N=NZERO

IGL(S)=IGL(S)+L Z

CALL GRAPH (IMA 3 X0Y¥ 93042070013 9e6C0+s0+050,0eXL1,YL1,IGL,DLAB)

CALL GRAPHS (IMAsXsYs45107,Di_1)
CALL GRAPHS (Ns XAcYAs14107,0Di.2)
IGL(S)=IGL{S)--LZ

LZERO=0

DO 6 LDEX=1,KT

IF (RDI(LDEX) sLLTe0s) GO TO 6
L ZERO=LZERO+1

XX(LZERO)=RDI {LDEX)
YY{LZERO)=RAD[LDEX)

CONTINUE

KTHOLD=KT

KT=LZERO

GO TO (9s10+11:15Ss16¢16,416)
CALL GRAPHS(KToXXsYYe29111eD
CALL GRAPHS(KT ¢ XXsYY0,107,D
CALL GRAPHSIKT s XX9sYY90+¢107,D
GO TO 12

CALL GRAPHS(KTosXXeYYe2s111,DL
CALL GRAPHSI{KT s XXoYY 0+,107,D
CALL GRAPHS (KT o XXe¥Y90,107,DL8
GO TO 12

CALL GRAPHS(KT oXXeYY»2.111,DL
CALL GRAPHS(KT o XXeYY 90,107 ,DL 6
CALL GRAPHS(KT ; XXsYYs0s107,DL.8
GO TO 12

CALL GRAPHS(KToXXsYYe2+111,DL3
CALL GRAPHSI{KT o XXeYYs 0s107,DL 7

Nt bt et ot 10 s bt s e DO OO OOOQOQO
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16

17
18
19

20
12

13

we

CALL GRAPHS(KT ¢ XXs¥YY$0,107,DL8)

GO 1O 12

CALL GRAPHS (KToXXs¥YYs29111,DL3)

NN=NZ~-&

GO TO (17+18919)sNN

CALL GRAPHS (KT oXXsYYs0+107,DL.9)

GO TO 20

CALL GRAPHS (KTaXXesY¥Y90+107+DL.10)

GO TO 20

CALL GRAPHS (KToeXXsY¥YYs0,107,DL11)

CALL GRAPHS (KT :XXeYY20Q0+107,0L.8)

KT=KTHOL.D

IMA=IZE

N=NHOLD

DO 13 IPOS=1,KT

RAD(IPOS)=ABS(RAD(IPOS))

RETURN

END .

SUBROUTINE TENMP (NTL,IMAT ,RBPARI+sRADIST sRADINT s NLZTsDLAB+L.3+sKMsNL»
INHs LKODE ¢ KPLOT 12 KPLOT2,KLINE]1 sKLINE2+DELAJDELINT, IARTP)

DIMENSION FNUM(7)
DIMENSIDN RBP{15+4)sARI(1S54) sRADIST(SL s4+7)+sRADINTI(S1+4,7),TLAT1(

.
AS51)+sX(15)eRDIST(S1 ) RA(6:S1 )2l A(6e51)5Y101S5),Y2(S1)»
ITLAT2(S51) +TLAT3(51),TLATG(51) ,TLATS5(51)+TRAD1(5S1).TRAD2(51),TRAD3(
251)+TRADA(S1) sTRADS(S1)+DLAB(5) +I XL(5) » IXR(S)
3ySUMLATI(S]1) s AVELAT(S1 ]} +sSUMRAD (S51) s AVERAD(S1)+DELINT(S1+4+7)
Gy XTHOLD(15,4) o YTHOLD(155G4) s TLATE(S1)eTRADG6(S1) +DELA(4) ,DELTR(6,51))

DATA FNUM/O 051100’2059500"1010125 O0+50¢0/
DATA IXL/® TLO®,4%°F */,
1IXR/" TROY' s 46%9 vy

DO 6 NLINE=1,NLZT

KODEN=0

IF (RBP(1+NLINE) «GELCo0O) GO YO 3
KODEN=KODEN+1

ITZERO=0

DO 2 NTSHIF=1,NT

IF (RBPINTSHIF+NLINE) wLT«0e0} GO TO 2
ITZERO=YITZERO«1

XTHOLD(ITZERDO «NLINE)=RBP (NTSHIFJNLINE)
YTHOLD(ITZERO s NLINE)=ARIT{(NTSHIF,NLINE)
CONTINUE

DO 4 NSUB1=1,1TZERO
RBPI(NSUB1+NLIMNE)=XTHOILD(NSUBI s NLI NE)
ARI(NSUBL1 . NLINE)I=YTHOLDINSUB1 +NLINE)
IF (NLINELTNLZT? GO TO 6

IF (KODEN.EQe()) GO TO 6

NT=ITZERO

CONTINUE

IMAT=IMAT-1

NT=NT -1
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NL=NL -1}
IF (LKODEJEQel) GO TO 97
RETURN
97 IF (NLZT.GE-2) GO TO 1

WRITE (6,1000)

1000 FORMAT (//:10X<'"TEMPS .. CANNOT BE CALCULATED:; ONLY ONE LINE?")
RETURN

1 DO 96 NPOLY=1,KM

NL=NL+1
WRITE (6,1001)

1001 FORMAT (1H1)
WRITE {(6.3000) NT,KODEN

2000 FORMAT (T10+*TEMP CONTROL PARAMETERS'///+sT15S4*NT = ® ,12+:5X,

2*'KODEN = *,12)
IF (KM.EQel) GO TO S
WRITE (6+100) FNUMUONL)

100 FORMAT (10X, *OKABEL MULTIPLE F-TEST POLYNOMIAL TEMPERATURE CALCULA
I1ITIONS FOR®/T133FSe2y* PERCEMT PROBABILITY OF EXCEEDING THE F-VALU
2E¢)

S WRITE (6,1002)

1002 FORMAT (10X,*CALCULATION OF L ATERAL AND RADIAL TEMPERATURESF 2-LIN
1E METHOD®*o//)
WRITE (6,1003)

1003 FORMAT (10Xe*SVYMBOL KEY?)
WRITE (6,10041

1004 FORMAT (5X.?'SYMBOL LINEL LINE2 EQl EQ2 INTENS,
1USED"' )
WRITE (6,1005])

1005 FORMAT (//7+.5X+*TLAT! 3815684 3820043 38175 33096 LAT
1ERALY)
WRITE (6,1006)

1006 FORMAT (/+SXes"TLATZ i 3824.44 . 26140 b
1)
WRITE (6.1007)

1007 FORMAT (/+5Xe"TLAT3 3820,43 b 33096 b bl

1*)
WRITE (6,1008)

1008 FORMAT (/+SX,"TLATA 3815,84 3825.88 3817S 33507 "
1*)
WRITE (6,1009)

1009 FORMAT (/,5X«"TLATS 3824.44 i 26140 "
1°*)
WRITE (6,4000)

4000 FORMAT (/+5X-'TLATS 3820+43 " 33096 "
1*)
WRITE (6,1010)

1010 FORMAT (/+5Xs'TRAD1 THRU TRAD6 SIMILAR EXCEPT RADIAL INTENe. USED®,
37777
WRITE (6,5000) (DELA(I)eI=1,NLZT)

S000 FORMAT (T10+s*DELA(1)= *3FSe2+10Xe *DELA(2)= '+FSe23s10X+*DELA(3)= ',
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IFSe2010X*DELA(G)= '4FSe2) 1751
IF(IARTP.EQe9) WRITE(€,5001) 1752
S001 FORMAT(/7/70oT10 .2 %kxkXxBANFIELD AND HUBER (1973) GA VALUES'w///) 1753
WRITE (6:1011) NT 1754
1011 FORMATY (4O0X.*LATERAL TEMPERATURES FOR® +14 92Xy *EXPERIMENTAL LATERAL 1758
1 POSITIONS IN EMISS. SOURCE"* +//T20,°%X TLAT1(X) TLAT2(X) 1756
2 TLAT3(X) TLAT4(X) TLATS(X) TLAT6(X) s/ /) 1757
DO 10 I=1}oNT 1758
TLAT1(I)=3173./AL0G10(1,1605%:(ARI(I,2)/ARI(I.+1))}) 1759
IF(IARTP,EQe9) TLATI(I)I=TLATI(I)/ (1,0+6,218E-S5kxTLAT1I(I)}) 1760
IF (NLZTL,EQe2) GO TO 10 1761
TLAT2(1)=7518¢7AL0G10(33.9371:(ARI(I+3)/ARI(1,1))) 1762
IF(IARTP2EQe9) TLATZ(H)-TLATP(I)/(I.O+2.559E S*TLAT2(1)) 1763
TLAT3(1)=6345(/AL0OG10(29.24A4(ARI(I+3)7ARI(Is2))) 1764
IF(IARTPLEQeD) TLATIC(II=TLATI(I)/ (1e¢0-1031E~-6*TLAT3(1)) 176S
IF (NLZT.EQe3) GO TO 10 1766
TLATSG(1)=2915 /7AL0G10({1,676%  ARI(TI+4)/ARI{1I+1))) 1767
IF(IARTPEQe9) TLATA(I)I=TLATG(I)/(1e0+6e144E~-SXTLATG(I)) 1768
TLATS(I)==486086 ¢ /ALOG10(0.0494%(ARIL(1+4)/ARI(I+3))]) 1769
IF(IARTP«EQe9 ) TLATS{II=TLATS(I)/ (1s0+2,906E-6*TLATS(I)) 1770
TLATO6(I)=-2S6.9/7ALOG10( 10444 x(ARI (I +4)/ARI(I,2))) 1771
IFCIARTP ¢EQe9) TLATOB(I)I=TLATGH(I)/(10+6.894E~-SXTLATE(I1)) 1772
1012 FORMAT (15X +FB3¢63¢6(4X+F801)) 1773
10 WRITE (6+,1012! RBP(I+s1)sTLATI(I)+ TLAT2(I1) +TLAT3(ID+sTLATA(I) TLATS( 1774
11)-TLATG(I) 1775
WRITE (6+1013) IMAT 1776
1012 FORMAY (/777777777 +40X+*RADIAL TIMPERATURES FOR',.14,2X,*RADIAL POS 1777
1ITIONS IN THE EMISSION SOURCET /7 +T20, 'R TRADI(R) TRAD2(R) 1778
2 TRAD3(R) TRAD&(R) TRADS(R) TRADS6(RY* 97 /) 1779
DO 20 J=1,IMAT 1780
K={IMAT-J)+2 1781
TRADLI(J}=3173+,/7AL0G10(11605k(RADINT(K»2sNPOLY)/RADINT{Kos1lNPOLY)) 1;3%

1) 1
IF(IARTP«EQe9) TRADLI(JI)I=TRAD1(J)I/Z7 (1 .0+6.218E-5%TRADI(J)) 1784
DELTR(1pJ)=(TRADI1{J) /(14395079 ))*(DELA(1)+DELA{2)+DELINT(K,1sNP 1785
IOLY)+DEL INT (K2 NPOLY)) 1786
IF (NLZT.EQe2) GO TO 20 1787
;RADZ(J)=7518./ALOGIO(330937*(RA3INT(K’3oNPOLY)/RADKNT(Kol-NPOLY)) i;gg

1

IF(IARTP.EQe9) TRADZ2(JI=TRADZ{(UIUI/Z7 {1 .0+2.559E-S5%kTRAD2(J)) 1790
DELTR(24.J)=(TRAD2(J)/Z7(1,439%12035))*(DELA(1)+DELA(3)I+DELINT(Ks1,4N 1791
1POLY) +DEL INT(K,3 +NPOLY)) 1792
IRADB(J)=4345./ALOGIO(29o244¥(RADINT(K93:NPOLY)/RADINT(KgZohPOLY)) l;gi

1 1
IF(IARTPEQe®) TRAD3(JI=TRADI(JI)I/Z7 (1 «0-1,031E-6%¥TRAD3(J)} 1795
DELT(I+J)I=(TRAD3I(J)I/(1c439%6956, ) ) *(DELA(2)+DELA(II+DELINT(K,24sNP 1796
10LY)D)+DEL INT(K+3 ,NPOLY)) 1797
IF (NLZT «EQe3) GO TO 20 1798
TRADG (J)=2916 ¢/ ALOGL10(1 676k (RADINT(K, 44NPOLY)/RADINT(K loNPOLY))) 1799

IF(IARTP.EQe9) TRADA(JI)I=TRADG(J)I/ (1 .0+6,144E-5kTRADAE(JI) 1800

LET



1014
20

2999

3001

29

40

1S

21

22

DELTR(4,J TRAD&(J) 0439%55H6686 ) ) *(DELALL1I+DELA(G)+DELINT{K,1,NP

I={

10LY)+DELINT (K 4, NPOL

TRADS( J)=-46C8./ALOG

1))

IF(IARTP.EQe9 )} TRADS(

DELTR(S,J)=(TRADS(J)/

10LY)+DEL INT (Ko 4 eNPOLY

TRADG6( J)=-256 +9/ALOG1

1)

IFC(IARTP <EQe9) TRADGE(
/
)
X
T

-\

L
)
0(0e 049G (RADINT(Ks4 s NPOLY)/RADINT(Ks 3.NPOLY)
J

{1439% 7367 ) )*(DELA(3)I+DELA(4)+DELINT(K,3,NP

1
)
(¢
)=TRADS(J)/7 (1 e0+26906E-6*TRADS(J))
1
)
{

10844 (RADINT(K+4,NPOLY) /RADINT(K+s2sNPOLY })

)

0

JIZSTRADGB(J)I/ (1 .0+6.894E-6%XTRADG( J))
DELTR(6+J)={TRADOE(U)I/(1eG639%111,4))x(DELA(2)+DELA(SL)+DELINT(K,2,NPDO
ILY)+DELINT(K, 4 4NPOLY))
FORMAT (1SXeFBe3:6(4XF80nl))
WRITE (6,1014) RADIST (K1 «NPDOLY)s TRAD1(J) +sTRAD2(J) +TRAD3(J) TRADA(
1J)+s TRADS(J ) «TRADGE6(I)
WRITE (6,2999)
FORMAT (/77777 :T10+,*RADIAL POS* s T26,'DELTA TRAD1*-T&43,*'DELTA TRAD2?"

1:T60:*"DELTA TRAD3® s T765+*DELTA TRADG? ¢TG4,*DELTA TRADS",T111,'DELTA

1 TRADG6?Y)

DO 29 I=1,IMAT

J={IMAT-I)+2

FORMAT (T8,E1164+726+5

WRITE (6,3001) RADIST(

DO 30 L=1+IMAT

KK=(IMAT-L)+2

ROIST(L)I=RADIST(KK,, 1+ NPOLY)

D3 40 M=1,NT

X{M)=RBP(M,1)

NN=IMAT

IF (KPLOT16EQel) GO TO 65

IF (NLZT.EQe2) GO TO 1S5

IF (NLITSEQe3) GO TO 21

IF (NLZT+EQe4) GO TO 21

RETURN

CALL GRAPH (NToXsTLAT150+2+47.0+9

1) AND T(R);5*, * TEMPERATURE PROFIL
L
1

e4)
LTR(KesI )sK=196)

O
T} pe

S00es*X AND R (MM)3*",*T(X

CALL GRAPHS (NTsXes TLAT1,4,1074"
CALL GRAPHS (NNeRDIST ¢TRAD1 1,1
GO TD 12
DO 22 N=1,NT
LA(L+ N)=TLATL(
IF (NLZT «EQe2}
LA(2:N)=TLAT2(
LA(3,N)=TLAT3(
IF (NLZTQEQ¢32
(
(
A

2

B}

TEMPSe ')

AL TEMPSa3;')

LA(4+N)=TLATS
LA(S,N)=TLATS
LA(G6+ NI=TLATS
CONTINUE

DO 23 II=1,1IM
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23

24
25

3a
35

S0

51
52

S
60

IND T(R)S®

RA(1+II)=TRAD1I(I1)

IF (NLZVe.EQe2) GO TO 23
RA( 2, I11)=TRADZ(II)
RA(3,1I1)=TRADZ(I1)

IF (NLZTEQe3) GO TO 23
RA(A,I1)=TRAD4(CIIL)
RA(S.11)=TRADS(11)
RA(G6, II)=TRAD&G(I I}

CONT INUE

IF (NLZT.EGe4) GG TO SO
DO 35 J4J=1,3

IF (JJeLToKLINEL1) GO TO 34

IF (JJULEQ.KLINE2) GO TO 34
DO 24 KK=1sNT
YICKK)=LAC(JI I KK

DO 25 LL=1+IMAT
Y2(LL)=RA(JIJ«L.L)
IXL(L)=IXL(1)+1
IXRCRDI=IXR(1)+1

CALL GRAPH (NT oXeY130:2297 0

IND T(R)3?*,* TEMPERATURE PROFII

?)
CALL GRAPHS (NTsXoY1le80107,1X
CALL GRAPHS (NNsRDIST,Y¥2,1,11

GO TO 3S

IXLCL)=TXL(C
IXR{1)=YXR(
CONTINU

+1

+
E

IXLC1)=TIXL( -

IXR(L)=IXR(1)~

GO TO 12

DO 60 JK=1,6

IF (JKeLTeKLINE1) GO TO 59

IF (JKEQOKLINE2) GO TO 59

DO 51 KL=1:NT

YI(KL)=LA{(JKsKL)

DO S2 LM=1, IMAT

Yy2(LM)}=RAC(J M)

IXL(L1)=TIXL(

IXRO1IDI=IXR(

CALL GRAP

-t X
N

wew we maMZwwe

o1

CALL GRAP
CALL GRAP

Z-TVe tepm
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DX DNe
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TO 65

50060 9X AND R (MM) 3¢ 4tT(X)

209082500e9®*X AND R (MM);?® ,*T(X)
+ DLAB)

1851
1852
1853
1854
1855
1856
1857
1858
1859
1860
1861

1862
1863
1864
1865
1866
1867
1868
1869
1870
1871

1872
1873
1874
1875
1876
1877
1878
1879
1880
1881

1882
1883
1884
1885
1886
1887
1888
1889
1890
1891

1892
1893
1894
189S
1896
1897
1898
1899
1900
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65

56

67
75

76

77
85

2000

2001
90

2002

2003
95

96

IF (NPOLYoLTeKM) GO TC 96

RETURN

DO 75 IJK=1eNT

SUMLAT(IJK)=0.0

SUMLAT (I JUK)=SUMLATC(IJUK)+TLAT! (I UK)

IF (NLZT ,EQe2) GO TO 66
SUMLAT(IJUK)=SUMLAT( I UK)+TLAT2(IJUK)+TLAT3(IJUK)

IF (NLZT eEQe3) GU TO 67

SUMLAT (T JUK)=SUMLAT{(IJUKITTLATC{IJUKDI+TLATSCIJK)I+TLATG6(I JK)
AVELAT (I JURK)=SUMLAT{IJUK) /&

GO TO 7S5

AVELAT(IJUK)=SUMLAT(I JK)

GO 1O 75

AVELAT(IJUK)=SUMLAT(IJUK)I/ 3.

CONTINUE

DO 85 LMN=1IMAT

SUMRAD(LMN)=040

SUMRAD (LMN)=SUMRAD{(LMN) +TRAD!. (LMN)

IF (NLZT <EQe2) GO TO 76
SUMRAD(LMN)=SUMRAD(LMN) +TRAD2(LMN )+ TRAD3(LLMN)

IF (NLZT <EQe3}) GO YO T7

SUMRAD(LMN)I=SUMRAD{(LMN) +TRADOG(LMN)+TRADS(LMN) +TRADG6(LMN)
AVERAD(LMN)=SUMRAD{LMN) /6,

GO TOQ 85

AVERAD(LMN)=SUMRAD (LMN)

GO TO 85

AVERAD(LMN)I=SUMRAD{LMN) /3.

CAONTINUE

WRITE (6,2000)

FORMAT(10X+ *DISTANCE AVZ, RADIAL T?)

DO 90 NNN=1,IMAT

FORMAT (T10+Eill1e4e¢8XsE1104)

WRITE (6+s2001) RDIST{(NNN),AVEERADINNN)

WRIYTE (6,2002)

FORMAT (/777777777 10X, "DISTANCE AVEe. LATERAL T1*)
DO 95 MMM=1 ,NT .
FORMAT (T10+E11e4:8XsE1144)

WRITE (6,2003) X(MMM) AVELAT IMMM)

IF (KPLOT2.EQs1) GO TO 96

CALL GRAPH (NT¢XeAVELAT 3042 97009990300 0+2500e+*X AND R (MM}*,° AV
1Es« LINE PAIR TEMPL?', 'AVE., LP TEM?> PROFILE®',DLAB)

CALL GRAPHS {(NTeXsAVELAT 144,107, °AVE. LATERAL TEMPS:?*)

CALL GRAPHS (IMAT,RDIST,AVERAD+1+s111.*AVE. RADIAL TEMPS<:')
CONTINUE

RETURN

END

SUBROUTINE SLOPET (NYLIMAT yRBP,ARI JRADISTsRADINT NLZT+DLAB+sWAVE KM
1sNL s NHeLKODE s KPLOT3 s KPNED1 s KPNED2 s DELASDELINT . IARTP)

LEAST SQUARES SLIPE METHOD OF TEMPERATURE CALCULATION

DIMENSION FNUM(7)

mE=QO0QO000000

R el BT e RYe I RTORTe BV, RYe RVo RYo RV JUo BVo RUo RV, RYORV< RV )

NN 1o pet 1t ot b ot et
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9999

30

2000
1999

100

101

102

DIMENS ION YCALCN(Sl.Q)vYINLA(51,'75(5)QTLA(SI).DLAB(S):989(15’4)9
IAR((1504|oRAD[NT(Sl-¢v7)cRADl$T(5lp497)’SLOPEL(51)oERRORL(Sl)c
ZRAYIN(Sl)sﬂAVE(Q)oEQ(Q)oGA(Q)wRAT(Sl).RSLOPE(Sl)9RERRDR(51)
B4X1(1S)eX2(S1)eD(51+4)
49CALYLA(51.4)mYLA(51.4)oYLADlF(ﬁl‘Q,QCALYRA(SIOQ).YRA(S!Q@)
5.YRAD[F(5194)¢DELA(4)qDELINT(51Q4o7)oDELTRS(Sl,9CDEFT(4)

DATA FNUM/0 591 6¢0+2¢515¢0+100:250¢0+50007/

DATA TS/70:0,12e706:+40630333018202e776/

IF (LKODE.EQe2) GO TO 30

IF(LKODE.EQe3) GO TO 1999

NL=NL -KM

DATA EQ/3817S0 +330960326140e1+133507e¢/3GA/Te849:60462+00221204+480/
IF(IARTPeNE.9) GD 7O IS

WRITE (6,9999)

FORMAT (/77 +T10s %k BAINFIELD AND HUBER GA VALUES USEDXxx%x%*k?)
GA(1)=10.25

GA(2)=5.619

GA(3)=0.1994

GA(4)=4.059

GG TQ 3S

CONTINUE

8
6]010291039104'105)01ARTP
GA(JJIJ)eJIJ=1,NLZT)

1 ,NL2ZT)
1 4HLZT)

READ(S,20
READ( S+20
GO TGO 35
CONTINUE
GA(1)=2¢67
GA(2)=36 465
GA(3)=13.25
GA(4)=20 .64
GO TOD 35S
CONTEINUE
GA{1)=2.25
GA(2)=3643
GA{(3)=14,7
GA(4)Y=23.07
GO TO 35
CONTINUE
GA(1)=25S5
GA{(2)=36.0
GA(3)=14.0
GA(4) =213
GO TQ 38

N
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
196S
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
198&
1985
1986
1987
1988
1989
1990
1991
1922
1993
1994
1995
1996
1997
1998
1999
2000

™t



103 CONTINUE
GA(1)=3496
GA(2) =450
GA(3)=18e0
GA(4)=27.0
GO TO 35
104 CONTINUE
GA(l1l)=2.28
GA(2)=32.0
GA(3)=11.5
GA(4)=18.9
GO 7O 35S
105 CONTINUE
GA(1)=2.37
GA(2)=36.0
GA{3)=140
GA(4)=213
35 IF (NLZT«GE.3) GO TO 1
WRITE (6+99)
9% FORnAT §15X1'INSUFFICIENT NUMBER OF DATA POINTS T0O CALCULATE SLOPE
1 TEMPo?*
RETURN
1 DO 25 NPOLY=L1 KM
NL=NL+1
WRITE (6.1005)
1005 FORMATY (s/7/7/7)
IF (KMeEQo1) GO TO 15
WRITE (6,1006) FNUM(NL)
1006 FORMAT (10X"DKABEL MULTIPLE F-TZST POLYNOMIAL TEMPERATURE CALCULA
éTI?NS FOR'/TILIS ¢FSe29 " PERCENT PROBABILITY OF EXCEEDING THE F-VALU
E®
15 WRITE (6,1000)
1000 FORMAT (SX+'CALCULATICN OF TEMPERATURE B8Y THE LEAST-SQUARES SLOPE
IMETHQOD*)
DO 2 II=1.NLZT
DO 2 1J=1,NT
2 YCALCN(IJULIIY)=ARI(IJU+II)
CALL LSQ (NToYCALCN-NLZT.TSuGAoEQoYINLAoTLAoSLOPELaERRORL,WAVE,
1ICALYLA+YLA,YLADIF)
WRITE (65,1001
100t FORMAT (°* X T(X) SLOPE(X) 95 CL
1 Y~-INTERCEPT )
DO 3 I=1+NT
1002 FORMAT (T2+sE1le8elXsEL110442
3 WRITE (6+1002) RBP(I.«1}),.TLA
IF (KPNED1eNEe1) GO TO 28
WYRITE (7,7000) DLAB
7000 FORMAT (10Xe'LATERAL SLOPE TEMP. DATA FOR® 45X s 5SAG ¢SXy*RUN"')
DO 29 12=1,,NT
TOC1 FORMAT (2F10.3)

Ya2EL »)
(). RL{I)«YINLA(I)

¢l



29 WRITE (7,7001) TLA(I2]1.RBP(IZ.1)
WRITE (6,7002) DLAB
7002 FORMAT (//7+T10,LATERAL SLOFPE TEMP DATA HAS BEEN PUNCHED FOR USE
1IN THE ELECTRON® 4/ 0T10, *DENSITY 2ROGRAM FOR THE DATA RUN',5X,5A4%)
28 DO 4 KK=1 ,NLZT
DO 4 KL=1.IMAT
K=(IMAT-KL) +2
4 YCALCN(KL +KK)=RADINT(K:KKsNPOLY)
CALL LSQ (IMAT,YCALCNNLZTs TS »GAYEQIRAYINLJRAT,,RSLOPE s RERRORSWAVE s
1CALYRAIYRASYRADILF)
DO 40 I=1.NLZT
DO 40 J=1,IMAT
K=(IMAT-J)+2
40 D(JINM=DELINT(K,I+NPOLY)
SUMEQ=0.0
SUMEQ2=0.0
D0 39 L=1-NLZT
SUMEQ=SUMEQ+EQ(L)
39 SUMEQ2=SUMEQ2+(EQ(L)*EQ(L))
DENOMT=ABS( (NL ZT%XSUMEQ2)-(SUMEQ*5UMEQ) )
DO 38 M=1,NLZT
38 COEFT(M)=ABS({(NLZTXEQIM) P-SUMEQ)
DO 37 N=1, IMAT
XHMULT=RATI(NI/Z(1439«DENOMT)
TERM=0.0
DO 36 M=1,NLZV
36 YERM=TERM+(COEFT(M)*(DELA(M) rDI(NsM)}))
37 DELTRS(N)=XMULT*TERM
WRITE (6+1003)
1003 FAORMAT (* T(R) SLOPE(R) 95 CL
1 —INTERCEPT".GX;'DEITA T(R) IN PERCENT')
DO S J=1, IMAT
KI={IMAT=-J)+2
10046 FORMAT (T24.E1l eG4 v1XsE1100s2X>E1148:2(4XsE11+44)4+412XsEL144)
S WRITE (6+1004) RADIST(K1,1sNPDOLY)+RAT(J)IRSLIPE(I) »RERROR(J)ISRAYIN
1(J)+DELTRS(J)
IF (KPNED2eNE»1) GO 7O I3
WRITE (7.8000) DLAB
8000 FORMAT (10X, *'RADIAL SILOPE TEMPe DATA FOR® +SXeS5A49sS5Xo"RUN')
DO 34 J2=1,IMAT
K2=(IMAT=J2)+2
8001 FORMAT (2F10e3,15Xs 'DEGREE'® o155 5A4)
34 WRITE (7,8001) RAT(J2)RADIST{K2, 1. NPOLY)}+sNL.DLAB
WRITE (6+8002) DLAB
B002 FORMATY (//7/7-T10+"RADIAL SLOPZ TEMP. DATA HAS BEEN PUNCHED FOR USE
1IN THE ELECTRON®/:T10, "DENSITY PROGRAM FOR THE DATA RUN',5Xs5A4)
33 WRITE (6,3000)
3000 FORMATY (/77//7)
WRITE (6,3001)
3001 FORMAT (T2S5.*I_ATERAL INTENSITY DATA, Y=LOG(GA/WAVEXI(X))*s///)

2051
2052
2053
2054
20S5S
2056
2057
2058
2059
2060
2061

2062
20€3
2064
2065
2066
2067
2068
2069
2070
2071

2072
2073
2074
207S
2076
2077
2078
2079
2080
2081

2082
2083
2084
20865
2086
2087
2088
2089
2090
2091

2092
2093
2094
2095
2096
2097
2098
2099
2100
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6 RBPIN1s1) s TLAINL)
3002 FORMAT (/ TERAL DISTANCE = ®* 3E11e%4+2X,*°T(X) = ',E11e4)
WRITE (6
3003 FORMAT (
l1EXCe POTe
DO 6 N2=1,
3004 FAORMAT (T2
6 WRITE (6.30
IN2)
WRITE (6,3005)
3005 FORMAT (/777777777 +sT254*"RADIAL INTENSITY OATA, Y=LOG(GA/WAVEX]I (R))
1 /7/77)
DO 7 N3=1,sIMAT
KKK=(IMAT-N3) +2
WRITE (6:3006) RADISTUI(KKIEK 1 o NPOLY ) sRAT(N3)

> >

VELENGTH caALC Y EXPT ¥ DEL VY

))
2)sCALYLA(CNI s NZ2)o YLA(N1oN2)sYLADIF(NIoN2) EQ(

3006 FORMAT (/TiISs*'RADIAL DISTANCE = ® 2E11e4:2X, '"T(R) = *',E11.4)
WRITE (6,3007)
3007 FORMAT (/T3,'WAVELENGTH CALC Y EXPT Y DEL Y

1EXCe POTe'»/)
DO 7 Na=1.,NLZT
3008 FORMAT (T2,5(El1le452X))
7 WRITE (6,3008) WAVE(NA)CALYRAIN3 sN4)sYRA(N3ING)YRADIF(N3.N4),EQ(
1N4)
IF (KPLOT3.EQ.1) GO TO 25
DO 10 M=1,.NT
10 X1{(M)=RBP(M,1)
DO 20 N=1,IMAT
K2=( IMAT-N}<¢2
20 X2(N)=RADIST(K
CALL GRAPH (NY
1E TI{X}) AND T(R
N
I

NPOLY)
TLA 10 e297e019e+0+C

N
. Co 2500e9*X AND R (MM) S, * S| OP
¢ *SLOPE TEMF. PROFIL
1 AL
* A

L ]

y '+ DLAB)

SLOPE TEMP,3°)
L SLOPE TEMP.:"

0
E
+TLASA,107, "LATER

X2eRATo1+111e*RADI

CALL GRAPHS (
CALL GRAPHS (
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APPENDIX B:

ABEL INVERSION CALCULATIONS

General Consideratlons and the

Abel Integral Equation

We consider a cross-section of the plasma which is
circularly symmetric with respect to the Z-axis as illustrated
in Figure B-1l. The experimentally measured lateral intensity,
I(X), at displacement X, is given by the integral of the radial
intensity distribution function J(R), which is collected in the
monochromator viewing field over the depth of the source from a

horizontal section parallel to the Y-axis,l

Y(X)
I(X) = 2f J(R) dY (B1)
0

The factor of 2 in Equation Bl arises from the fact that the
integral limits apply to only half of the source and the radial
distribution function has been assumed to be symmetric about

the X-axis. When the transformation of variables defined by

1It is 1mportant to realize that Equation Bl expresses the

geometrical relationship between the spatlally resclved
emlssion, which 1is projected from unit volume of a horizontal
section of the source parallel to the Y-axis, i1.e., J(R) and,
the space integrated intensity radiated over the depth of
that section, 1.e., I(X).



Figure B-1.

Spatial relationship between the measured lateral
intensity, I[(X), at displacement X; and, the
radial intensity, J(R), at radius R from the
center of a circularly symmetric source employing
side-on observation. Rp 1s the boundary radius
at which no lateral intensity is detected
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R = x° + Y2
y = (R? - x%)1/2 (B2)
ay = R(R% - ¥%)"1/2 gg
is performed, Equation Bl becomes
Fp
I1(x) = 2] R J(R) (R® - x°)7Y/2 ar (B3)

X

where, R is the rédial distance from the center of the source,
RB is the radius at the outer boundary, X is the lateral
displacement from the center (Figure B—l) and, the change in
limits 1s given by

R=X at Y=20
and, (BY4)

4
v

+<
n
r
o~
Ea
s

n
Ny a
D

a3
!

Equation B3 is the Abel integral equation and is a
special case of the Volterra equation of the first kind (129).
To solve for the unknown J(R) function, Equation B3 may be

analytically inverted to yield (36,40,129).

Rg
J(R) = - %J‘ ‘ éI'(X)" ax (B5)

provided J(R)=0 for all R>R I'(X) 1s the first derivative of

B.
the radiance function with respect to the lateral coordinate X,

i.e.,
- I'(X) = a(I(X))/4aX
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Various methods for solving Equation B5 have been devised;
these methods can be broken into three general categories (49,
50): (1) graphical, (2) numerical, and (3) data approximation
schemes. The latter two approaches utilize curve fitting or
other mathematical approximations. A number of graphical cr
semigraphical methods for solving Equation B3 or B5 have
appeared in the literature (52,130-132). riederish (52) made
the assumption that the ratio, I(X)/X, was constant in a given
increment interval to simplify evaluation of the Abel integral
over that interval; a graphical method was employed to obtailn
the I(X)/X values. Hormann (132a) transformed the varlables
in Equation B5 to obtain an integral which he evaluated by
graphical techniques. Despite some successful applications of
these graphical methods, all are time consuming and have been
oulmoded Ly
attention on these rapid analysis methods in the following

sections.
Numerical Methods

In 1935, Hormann (132a) and more recently in 1950,
Gooderum and Wood (131) suggested methods for numerical inte-
gration of Equation B5. Both methods could be applied when
the spectrometric measurement of lateral intensities was
accomplished with a low aperture optical transfer system

similar to that described in this work. Nestor and Olsen (49)
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simplified these procedures to yield a significantly improved
method, especially when a large number of observed functions
were to be inverted. This method was also compatible with
computer analysis.

For the Nestor and Olsen method, the numerical integration
of Equation B5 was performed by dividing the X-axls into N
zones of equal width a, as shown 1n Figure B-2; the n-th zone

was defined by the relationships, Xn5X5Xn+ and Xn = na, With

1
the transformation

v = R2 and u = X2 ' (B6)
Equation B5 became
2
R
B -1/2
J(R(v)) = - (1/m) I'(u) (u - v) du (B7)
v
where, the following relaticonships were employed
ax = (1/2) w2 au
(X2 - R2)1/2 = (u - V)l/2 (B8)
d(I(u))/du = (d(I(X))/dx)(d(g(u))/du)
and,
g(u) = X = ul/2
I°x) = 2 ut’? 11 (u) (B9)

When the integral in Equation B7 was divided into sub-
integrals for each zone and I(u) was assumed to be a linear

function of u in each zone, the following form was obtailned
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Figure B-2. Two-dimensional representation of a circularly
symmetric source divided into N zones of equal
width, a
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for any zone, k

1 (a(n+1))®
J, = J(ak) = (- 1/7) N Iﬁ(u{[’ (u -
n=k (an)? (B10)

(ak)2)-l/2 du

where, the integral 1limits and the v varlable were replaced
by the appropriate zone constants. Iﬁ(u) was approximated

within each zone by

(I (W) = I (w)

I'(u) = (B11)
n a2((n+l_)2 - n2)
Substitution of Equation Bll into B10 and subsequent inte-
gration yielded
5 N=1
Te® may Lo (T (u) - T(u)
n=¥
((n+l)2 _ k2)1/2 _ (n2 _ k2)1/2
X (B12)

(2n + 1)
A transformation to the original coordinate system yielded

g.o= -2 7 A (1

o (I, (%) = I_(X)) (813)

((n+1)2 _ k2)1/2 _ (n2 ~ k2)1/2

A, = (B14)
kn (2n + 1)
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Fquation Bl4 was further simplifiled to yicld

N
2
J =--—= ] B I (B15)
k am . cx KN
where,
B, =-A for n=xk
Kn kn
and (B16)
Bip © Ak,n—l - Ay, Tor 0> kil

Other methods for numérical solution of Equation B5 are
also available. Pearce (132b) suggested a procedure similar
to the Nestor and Olsen method. Maldonado, et al. (53)
described a method which yielded more reliable radial emission
coefficients when the measured lateral intensity dilistribution
showed irregular fluctuations, especially in regions where
I(X) changed gradually with lateral position X. However,
this procedure was computationally more complex than the
Nestor and Olsen method described above. Maldonado and Olsen
(54) generalized the method of reference 53 to include asym-
metric sources and applied it to those which possessed a
mirror plane of symmetry. Olsen, et al. (55) later extended
this application to optically thin plasma cross-sectional
geometries of arbitrary shape.

Discussions on the errors assoclated with numerical

methods may be found elsewhere (133,134) and will not be

relterated here. It 1s worth noting, however, that these
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methods generally suffer when the error level on the measured
I(X) profile values 1s signiflcant because the numerical

solut.ion procedure for obtaining J(R) values greatly magnifies

these errors.
Data Approximation Methods

In 1966, Cremers and Birkebak (50) descrited a data
approximation scheme for solution of Equation B3 or B5 which
was faster than conventional numerical techniques and could
readily be adapted to computer analysis. The basic assumption
of this method was that the lateral intensity distribution

function could be avproximated by an n-th degree polynomial of

the form

— 2 L ] L1 ] L] n
I(X) = CO + clx + 02X + + cnx (B17)

with the corresponding derivative function
I1(X) = C, + 2C.X + 3C,X° + » «» + + nc_x*7% (B16)
1 2 3 n

When Equation B18 was substituted into Equation B5 the

following expression for the radial distribution function was

obtained

J(R) =

R (C. 4 20.X + » » » + nc x4
-1 1 2 e dx (B19)
A (x? - r%)1/2
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An analytical solution of Equatlon Bl9 was possible when the
polynomial coefficients were determined by least-squares
techniques and the equation was separated into "n" component
integrals.

Cremers and Birkebak cautioned that fitting the entire
curve to a single polynomial resulted in pecullar radial
profiles which precluded this approach because of the many
poor fits that resulted. Consequently, they suggested sub-
dividing the profiles into m zones and fitting an n-th degree
polynomial to the form
i

C, X', fork=1, 2, ... , m (B20)

Ik(X) - kc * ki

o

Hes13

i=1
to each zone. To assure smooth transitions Trom zone to
zone, the polynomial fits overlapped into the adjacent zones.
When the differential form of Equation B20 was substituted

into Equation B5 an integrable expression was obtained.

If the integrant of Equation B5 is defined as

5, = - L0/ - R)Y2) (B21)

a closer examination of the actual integrations indicated by
this equation may be carried out. For I(X) divided into m

zones and for a given R contalned within a zone k such that
Reep SRR | (B22)

the radlal intensity 1s given by
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J(R) = F_(R) + Fy(R) (B23)

where, kFO(R) and Fl(R) are defined by

R

k
= it
kFO(R) .f‘ sk dx (B24)
R
and
m Ri
F.(R) = ) S, dX for k<m
i=k+1 1
Ri1 (B25)
=0 for k =m

The subdivision of the I(X) profile employed in these
calculations is schematically represented in Figure B-3.
Tt should be noted that the zones were counted from the
center where RO=O to the outer radius of the source where
Rm=RB.

Cremers and Birkebak made an additional refinement on
the form of the assumed polynomial in Equation B20 because
of the nature of the slope at R = 0. When Equation B20 was

differentiated the followlng form was obtained

& 1-1
! =
Ik(X) kCl + E (kci) 1X (B26)
i=2
and it was noted that I&(X) # 0 at X = 0. Consequently,

the profile did not possess the desired zero slope at the
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center that a circularly symmetric distribution should have.
To avert this problem, Cremers and Eirkebak (50) suggested
that a polynomial in X2 which possesses the desired zero

slope at X = 0, be employed for the inner-most zone, i.e.,

21
lCi X (B27)

H
H
>3
1]
@)
+
e

Therefore, solutions of Equation B5 which utilize the zone
dependency of Equations B20 or B27 were considered in this
dissertation research.

Cremers and Birkebak also suggested that (1) subdivision
of the I(X) profile into five zones and (2) U4-th degree poly-
nomial least-squares fitting of the data, were sufficlent for
most cases encountered in physical systems. The following
discussions of the actual integration procedures employed

here have been restricted to these suggestions.

Method of integration for zones 2-5

Examination of Equation B23 revealed that it was
necessary to evaluate the integrals kFO(R) and Fl(R). Substi-
tution of the U-th degres polynomial of the form given by

Equation B20 into Equation B24 yielded

R R
. k 0y k0, X
kFO(R) =- = — dX + 2 — dX
R G(X,R) G(X,R)
Ry 2 Ry 3
vc3 X f kca X \
+ 3 =—=— aX + b} =—— dx| (B28)
R G(X,R) Yr G(X,R) ]
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where, n = U4 and
G(X,R) = (x° - RH/? (B29)

Solutions for the integrals in Equation B28 may be found in
nost integral tables, e.g., (135). Upon integration of

Equation B28 the following form was obtained

1

L [kcl In(X + GOLR) + 2 .0, GOX,R)

fl
!

kFo(R)

Cy (X G(X,R) + R% en(X + G(X,R)))

+
nojw

k

- R
Sy (GR/3 + R ar))| (830)
R

+
=

Evaluation of Equation B30 at the limits (R to Rk) and

combining terms yielded

R, + G(R, ,R)
1 k k?
(kcl n(

Fo(R) - ) + 2,0, G(R,,R)

R+ G(R ,R)
G(R,,R) + R® gn(—= LS

R

+
rojw

k3 (By

+
=

Oy (63(R,R)/3 + R® G(R,R))) (B31)

where, the following relatlons were used

2 _ g2y1/2

(R}

= G(Rk,R)

n(X + G(X,R)) = Qn(Rk + G(Rk,R)) for X =R



(R°

and

an(X + G(X,R)) =

For a given R such that R, < R < R5’ 5FO(R) was the

only integral that required evaluation.

_ R°
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172 2 0 = G(R,R)

n(R) for X =R

However, when k was

less than m, Equation B25 indicated that Fl(R) also had to be

evaluated.

This set of summed integrals possessed solutions

identical to those of Equation B30 except that the limits were

replaced by the appropriate values from B25, i1.e.,

F,(R)

+

-+

-+

+

+

5
1
i=£+1 (- E) ((icl ln(Ri * G(RisR))

2 iC2 G(Ri,R)) +

oW

103 (Ri G(Ri,R)

R® #n(R, + G(R;,R))) + 4 ,C) (G3(Ri,R)/3

2
R G(Ry,R))) = (€ 2n(Ry_y + G(R;_1,R))

1

3
2 40y G(Ry_15R) + 5 303 (Ry ;) G(Ry_1,R)

R® #n(R,_; + G(Ry_;,R)))

3 2
4 Cy (6G7(R;_{>R)/3 + R” G(R;_;>R))))

(B32)

It should be noted that when the integrals were summed from

zone to zone, the predetermined least-squares polynomlal
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coefficients changed smoothly to the zone under consideration

because of the overlapping of the fits into adjacent zones.

Method of integration for zone 1

From the previous discussion of the desired behavior of
I(X) in the neighborhood of X = 0 (I'(X=0) = 0) it was
apparent that a polynomial of the form of Equation B27 was

required for values of R when O < R < R,, 1.e., R was con-

1’
fined to zone 1. Differentiation, expansion, and substitu-

tion of Equation B27 into B24 yielded

R R 3
1.C, X 1 ,C. X

Fo(R) = ( - 2y E[‘ 117 sx+ %J’ 12 sx
"Jg G(XR) r  G(GR)

R 5 R 7

1 ,C, X 1,C, X

+ 3f 13 ax o+ uf LY an) (B33)
G(X,R) G(X,R)

R R

where, n = U4 and the notation of Equation B29 was used.
When the integration was performed and the limits were

evaluated, 1FO(_R) was given by

2 3
1F (R (- Tr) (,C4 G(R),R) + 2 102 (G (Rl,R)/3

4
+ R G(R,R)) + 3 1C5 (RT G(Ry,R)

2 3 1 45
R® G°(R),R) + & G7(R),R))

+
wiro

+4 ¢, (rR® G(r.,R) + R
o 1

3
1 G (Rl,R)

2 .5 1 .7
R G (RlaR) + 7 G (RlsR))) (B3u)

+
Ul
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Because the other zones (2-%) were not affected by the change
in the zone 1 equatlon for I(X), Fl(R) was evaluated in
precisely the same manner established in Equation B32.

Other data approximation methods are also availlable for
solution of the Abel integral equation (B3) or its inverted
form (B5). Freeman and Katz (56) suggested a curve-fitting
procedure in which a single polynomial was fitted to the
I(X) profile data. However, Cremers and Birkebak (50)
cautioned that this method yielded peculiar line profiles
when it was applled to arc data. Barr (57) suggested a
method similar to that of Cremers and Birkebak which employed
polynomials determined by least-squares techniques that
yielded the best fit of the data over five-point intervals

centered about each data point.

Error analysils

When Equation B3 was solved for the lateral displace-
ment X = 0, the followling form was obtained

iy

I(X=0) = 2[ J(R) dR (B35)
Jo
Therefore, the area under the radial Intensity profille was
predicted to equal the lateral intensity at zero displacement
from the plasma axls. When test data were employed (50,53),

the agreement was better than 1% while for experimental data
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it was ~1 to 5% for bell-type profiles and ~5 to 15% for
toroidal curves.

Equations B3l, B32, and B34 were readily amenable to
differential error treatments (81) so that the computational
uncertainties in the radial iIntensities obtained could be
calculated. The radial intensity defined by these equatilons
was a function of the polynomial coefficlents, 1Cj’ and the
radial position R. When the uncertainty in R was assumed to

be negligible, a maximum differential error treatment

yielded

(B36)
where, the subscript k denoted the profile zone. For zone 1
the uncertainty, AJ(R)l was obtained by combining Equation
B36 with the expressions for 1FO(R) and Fl(R), Equations B34
and B32, respectively. For the other zones (2 < k < 5)
Equation B36 was combined with Equations B3l and B32 to yileld
the appropriate AJ(H)k values. The AJ(R)k values so0 obtained
represented approximations to the maximum random calculation
error 1n the corresponding J(R)k values for each zone,.
Systematic errors such as those encountered when measuring

lateral intensities were accounted for by other means, e.g.,

added to the random error estimates.
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The uncertainties 1in the coefficlents <Aicj) were ob-
tained from the error analysis techniques incorporated within

the polynomial fitting method employed (reference 81, Chapter
3).
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APPENDIX C:

ATOMIC PARTITION FUNCTION AND SAHA-EGGERT'S

ELECTRON DENSITY CALCULATIONS

To a first approximation, partition functions appear to be
easily calculated by summing over all energy levels of the
element of interest which are below the ionization 1limit; this

would be accomplished with the expression (36)
227H(T) = T g exp(- °n (c1)
n &n P kT

where, z-1 is the ionlzation stage and g, is the statistical
welght of the level, n, with energy En at temperature T. An
immediate problem is encountered when attempts are made to
apply the above procedure to the calculation of atomic
partition functions namely, even the most complete listing of
atomic energy levels (136) contains only a fraction of those
predicted for a given element. If the mlssing levels are
reasonably high in energy, few problems will be experilenced
for temperatures below 7000 K. However, the calculated values
may be seriously in error at higher temperatures or, for
elements for which the missing levels are at relatively low
energies. Also, when the ionization limit (Ei—l) of the
species is approached, the sum in Equation Cl diverges because

the number of discrete levels 1s unbounded whille the
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corresponding encrgles (excepl for levels which autoionize;
z-1
i .
Several methods for overcoming these difficultles have

36, p. 140) are restricted to values less than E

been reported (31, pp. 231-258). All these theories share the
premise that there exists a finite maximum principal quantum
number n¥* (sometimes referred to as the "effective" quantum
number) and, accurate partition function values are obtained
only when all energy levels for values of n below n¥ are con-
sidered in the calculation. The effective quantum number (n¥)
and the corresponding energy (En*) are functions of tempera-
ture, electron number density, ion densities, and the effective
nuclear charge of the species. Therefore, the summation in

Equation C1 must be truncated at the reduced ionlzation limit

z-1 z~1 z-1 . .
(RIL), E{ 7 - AE{ © where, AEY © 1s the ionization lowering
for the species in guestion {36). In this manner, only those

energy levels less than or equal to the RIL value are counted.
This truncation precludes the possibility of counting a single
level twice, once in a bound state and once in a free state.
The energies of the levels near the lonization limit
which are sufficiently hydrogen-like, are given by the Rydberg

formula (36)

A o ¥ ) (c2)

where, EH is the ionization energy of atomic hydrogen

(109,679 cm_l) and n > 4, The statistical weight of the level
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Eﬁgl’ is given by g = on°. When the term value, —EH/(n*)z,

is combined with Equation C2, the effective principal quantum
number 1s glven by

2

z E
H\1l/2
¥ = (i
n ( G ) (C3)
_ =z2-1 Z=-1
where, Ae = Ei - Enz . The Ritz formula (117) may then be
written as
Z2
n¥ =n-a-=58 (ch)
n

where, z = 1 for neutral atoms, z = 2 for singly charged ions,
z = 3 for doubly charged ions, etc., and a,B are series param-
eters. Drawin and Felenbok (31) suggested that Equation Ck

be used to complete each spectral series that was considered
in the partition function coleculation.
two members observed in the series were used to evaluate o and
8, which were subsequently employed with Equation C4 to calcu-
late the remaining members of the series. In the case where a
spectral series was predicted but for which no members were
observed, an alternate serles as closely related as pdssible
was substituted and its degeneracy approximately increased to
account for the unobserved terms. This method is reasonably
accurate for elements with simple energy level schemes,

however, 1its application to complex systems is overly

elaborate. An alternate approach was reported by Griem (36)
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and was applied to plasma simulation calculatlons by Barnett
(137). This method for calculating atomic partition
functions employed only those levels from reasonably complete
configurations for which all states with principal quantum
numbers less than a maximum value were observed. 1In this

approach, the effective quantum number was defined by

2
2 EH)1/2

zZ~1
By

n¥* =

(C5)

n
max —

where, hydrogen-like character was assumed, Only those

levels En with n < Doy contributed to the partition function
calculation. The procedure involved two steps: (1) selec-
tion of n', the highest usuable principal quantum number for
the species, and (2) addition of a correction factor (from n'
to nmax) with hydrogen-like character assumed bul sUill

accounting for multiplicity differences. The complete

partition function was then approximately given by (36)

n' E
-1
2°7(T) ] g, exp(- @) + (25,+1)(2L +1)
hep on T 1
Mhax 5 Ei—l - (z2EH/n2)
x ) 2n° exp(~ 7 ) (C6)
n=n'+1l k

where, the first summation was made over those levels which
were included in the complete or nearly complete configura-

tions and, the second summation was the correction term. In
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the second summation, Sl and L1 were the spin and orbital
quantum numbers of the parent configuration, 1.e., the ground
state of the next higher ionization stage z. The degeneracies
in the first summation were given by g, = 2Jn+l where, Jn was
the orbital angular momentum quantum number for the (discrete)
level En and, the index n referred to all relevant quantum
numbers (36).

Barnett (137) demonstrated that the Ritz completion
method and Griem's method yilelded parallel trends in partition
function calculations for reasonable temperatures (below
15,000 K). Therefore, because Griem's method was computa-
tionally simpler, Equation C6 was employed to calculate the
neutral atom (z = 1) partition functions of several elements
for subsequent use in Saha-Eggert's electron density studies
Ior this dissertation research. The correciion term was
generally not needed for singly charged and higher lonization
stages because the milssing levels were high in energy for the
elements considered. The value of n' for each element was
determined in the following manner: (1) all observed spectral
series were tabulated (136) with the corresponding maximum

observed n values (nm ); (2) a weighted maximum principal

ax
quantum number, n., was calculated according to the total
degeneracy of each series term (nw = (2S+1)(2L+l)(nmax));
(3) a weighted average maximum principal quantum number was

defined by
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N
n.o =5 1 (ndy (c7)

where, Nd = sum of the degeneracies of the observed spectral

terms,

Il e~122

Nd B j=1 (nmax)J

(C8)
and, N = number of observed spectral terms; (4) n' was taken
as the largest integer satisfying the inequality n' < Nya’
and (5) the correction was begun at n" = (n'+l) where, n" was
the smallest integer which satisfied the condition, n_ . < n".
Griem (36) concluded that the best procedure for selecting

n' was neither clearly established nor extremely critical
because the last terms of the correction sum tend to dominate
its contribution fo the partition function calculation. The
approach outlined here was reasonable because the maximum
principal quantum numbers of the observed 1evels were

welghted according to the degeneracy of the spectral term of
the series to which they belonged (nmax values) and, the
correction for missing levels was begun above a welghted
average of these Noax values. The partition function values
calculated by this procedure were in reasonable agreement with

those reported by Drawin and Felenbok (31) and those calcu-

lated by Barnett (137) for temperatures below 10,000 K.
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Use of the Saha-Eggert's Electron

Density Program

A FORTRAN IV computer program was written to perform the
radial Saha-Eggert's electron density calculations and a
complete listing of the source statements 1s included as
C337EDNS. This program employed the partition function values
which were calculated by the procedure discussed above. The
data card requirements for this program are listed 1in Table

C-1.



Table C-1. Data card requirements fcr C337EDNS

Type # Cards Columns Variable Format Remarks
# Name
1 1 1- 5 NSETS I5 Number of data sets; one data set per
Saha element
2 500 1- 8 TSYM 2AL Element identifier of partition
function arrays
(max) 11-20 TTEST ¥10.0 Temperature array for partition
functions
21~30 QTEST(1,1) F10.0 Partition function array for neutral
atom species
31-40 QTEST(2,1i) F10.0 Partition function array for first
ion species
431-50 QTEST(3,1) F10.0 Partition function array for second
- ion species
3 1/set 1- 5 NRUNS I5 Number of runs in a given data set
4 1/run 1-70 XIDENT 35A2 Data set identification label
71-75 NUMAQP I5 Number of traansition probability

sources (5 max)

5 1/run 1-10 WAVEA F10.0 Wave}ength of atomic line (Angstrom
11-20 WAVET F10.0 Waggigiéth of ionic line (Angstrom
21-30 GATOM F10.0 Deggigi;cy of atomic line emitting
31-40 GION F10.0 Deé:ggiacy of ionic line emitting
41-50 EQATOM F10.0 Exiizgiion energy of atomic line (em

units)

£LT



Table C-1. (Continued)
Type # Cards Columns Varlable Format Remarks
7 Name
51-60 EQION F10.0 Excitation energy of ionic line (cm-l
units)
ba 1/run 1-50 AC1,3) 5F10.0 Transition probability array for
atomic line (5 max)
6b 1/run A(2,3) Same as 6a except for ionic 1line
7 1/run 1-10 XIP F10.0 Ionization energy of atomic species
(em™ units)
11-20 DELXIP Fi10.0 Tonization energy lowering
8 1/run 1- ¢ NR 15 Number of radial positions
9 NEK/run 1-10 TR F10.0 'Radial temperature array
11-20 R F10.0 Corresponding radial position array
10a NR/run 1-10 XI{i,1) F10.0 Radial intensity array for atomic line
21-30 DELIR(i,1) F10.4 Corresponding relative uncertainty
array (%)
10b NR/run XI(i,2) Same as 10a except for ionic line

DELIR(1,2)

Same as 10a except for ionic line

fLT
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de ok ek K B C337EDNS A o ok ok ok K

PROGRAM TO CALCULATE ELECTRON DENSITIES FROM RADIAL TEMPERATURE
AND ATOM,ION LINE INTENSITIES

NUMAQP=NUMBER OF TRANSITION PROBABILITY PAIRS (5 MAX)
NSETS=NUMBER OF DATA SETS

TSYM=ELEMENT IDENTIFIER FOR QTEST ARRAY ALSO STOPS TTEST READ
TTEST=TEMP ARRAYFOR INPUT PARTITION FUNCTIONS

QTEST (1.1 FARTITION FUNCTION ARRAY FOrR ATOM

QTEST (2.1 7= v " 1ST ION
QTEST(3+1)= hig se b " 2ND 1ON
NRUNS=NUMBER OF RUNS PER DATA SET
XIDENT=IDENTIFICATION OF DATA SET

WAVEA=ATOM L INE WAVELENGTH (ANGSTROM UNITQ)

WAVEI=ION "

GATOM=UPPER LEVEL DEGENEPACY FOR ATOM LINE

GION= " ION "

EQATOM= EXCITATICN POTENTIAL CF ATOM LINE (RECIPROCAL CM UNITS)
EQIGON= " 10N " o
A(lesd)= TRAl\S C'ROB ARRAY FCJR ATTOM LINE(S MAX)

A(2+J)= " 10N "

XIP=ICONIZATICN PDTENTLAL OF LTOM SPECIES (RECIPRDCAL CM UNITS)
DELIXP=LOWERING OF IONIZATIOM POTENTIAL " * "
NR=NUMBER OF RADIAL POSITIONS

)=RADIAL TEMP ARRAY

1] [ IST "

=RAD!AL INTENSITY ARRAY FOR ATOM LINE

- o IDN "

’ RADIAL ERRAR ARRAY (PERCENT) FOR ATOM
]

TR(I
R(I)
XEC1
XICl
DEL1I
DELI RADIAL ERROR ARRAY (PERCENT) FOR ION

"
HH
mm

DIMENSION SUMDEN(S1) s SUMRAT(51) ,SUMS(51),DELIR(51,+2)
DIMENSION TTEST(500),5(51)

DIMENSION TSYM(2)+QTEST(3,+500)+sQZERO(S51),+,QPLUS(51) ,RATION(S1)
DIMENSION XIDENT(35)sTR(S1):,R(51).XI(5142)+EDENS(S51),A(2,5)
DATA CHECKT/Z*EENDT */

READ({S»100) NSETS
FORMAT(IS)

DA 999 INDEX=1,MSETS

DO 5 1I=1,500

FORMAT(2A4+42X3F1000+3F1004)

READ(S94) TEYM,TTESTC(I).QTEST(1+I1),.QTEST(2:1)+QTEST(3,1)

DO 1N TN 1 bt 1 3ms 14 1t o b gt e () D~ O (1D (D 4o
N
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on

Q9

101
102

201
200

103
104
105

106
20

25

IF(TSYM(1)oEGL.CHECKT) GO TO €
CCNT INUE

ITEST=1-1

READ(S5+99 )} ARUNS

FORMATIIS)

DC 999 IL
READ{(S.1
FORMAT(

F=1 4 NRUNS
—DNZ#eZCZbOﬁ

><m> WAVELI ;GATOM.,.GION, EQATOM,EQION
)

J=1+ NUMAGP)
>

ﬂamwoﬂnmw

EST

J-TTEST(J) }eGT 500} GO TO 9
EST(1,sJ)

EST(2¢J)

Nt m-—ao

&)
+DELIR(IJ)

ee X OM

o 1 QO O rt 1t s
e MO ) fte QOw @
O=XQ000Zwe ZN

moOn

DO 30 I=1+NR
EFAC=EQATOM-EQION-XIP+DELXIP
EFAC=EFAC/0 «69505
ERRFAC=(1¢50-(EFAC/TR(I)))*1000
ERRFAC=(ERRFAC*%2)/7100+0
EXP=2071828%a3(EFAC/TR(1))
TTERM=TR(I)%%¥1.5
RATIO=(XI(I.1
EXPFAC=(EQICN—EGATOM) /0469505
EXPN=2,718284%(EXPFAC/TR(1))
LUS(I)/QZERCG(1)
DELXIP)

ZRATIQ=QP
EIP=—(XIP-

) XWAVEAXGION®AION) Z/(XI(I,2)%WAVEI®XGATOM*AATOM)

S1
52
S3
S4
585
56
57
58
S9
60

62
&3
54
65
66

-
P

68
69

71
72
73
74
75
76
77

7°
80
81
82
83
84
85
86
87
88
89

o1
92
93
94
95

97
98

100

9.1



EIP=E IP/0665505

EXPIP=24¢71828%%(EIP/TR(I))

SSTAR=4 ¢82FCEISkTTERM*ZRATIOXEXPIP

RATION(TI) =EXPN*ZRATIO/RATIO

EDENS(I )=48296E15%¥RATIO*TTERMXEXP

ERR1=200¢ +{(DELIR(I+1)%%2)+(DELIR(I,2)%%2)+ERRFAC
S(I)=SQRT(ERR1*EDENS(I)*EDENS(I))
SCI1)=S(1)/ECENS(I)

SUMDEN(I)=SUNDEN(I)}+ECENS{(I)
SUMRAT(I) =SUMRAT(I)4RATION(CI)
30 SUMS(I)=SUMSES({1I)+S(1)

WRITE(6,1000) XIDENT

1000 FORMAT(1H1,T10+*ELECTRON DENSITY CALCULATION; IDENT= ',35A2)
WRITE(6+1001) WAVEA sGATOMEQATOM, AATOM

1001 FCRMAT(//77/77:T1S, *ATOM LINE CATA: WAVELENGTH = ® ;F1l0s402Xe'GQ = ¢
15F1008s2X+°EQ = *3F10e8e2Xes'AQP = ' 4,F10e4)
WRITE(6+1002) WAVEISsGION,EQICN, AION

1002 FORMAT{(// sT1S5,*1I0N LINE DATA: WAVELENGTH = ",F106422X,°GQ = *,F10
1e8e2Xs'EQ = '3F10e%49s2X+s"AQP = *F10e4)
WRITE(6+1003) XXP'DEL)\IP

1003 FGRHAT(/////.TXS,'IONIZA" IAON POTENTIAL = " 3F10e3s 2Xe 'LOWERING OF 1
1ONIZATION PCTENTIAL = *4F 1064 )
WRITE(6,1004)

1004 FORMAT(//7/77+T10s "RADIUSY o+T2C »*TEMPERATURE ', T35,'I0ON LINE INT®*,TSS
1s*ATONM LIKNE INT®',T7S,'ELECTROUN DENSITY® , TO9S5,*ION/ATOM RATIO®*sT110,
2*DELTA NEys FERCENT?®?)

DO 40 N=1 oNR
1005 FORMAT(TS oF 1044 sT20sF [008 T35 1E12e59TSSHIE12e5+T75+E12659TG559E12e5

1T110+E126S)
40 WRITE(63100S) RINIoTRIN)I o XI(My2)eXI(Nel) EDENSIN) +RATIONI(IN) »S(N)
998 CONTINUE
WRITE(54+1006€)
1006 FCRMAT(1HL,//7+T10s"AVERAGE VAILUES")
WRITE(6+51004)
DO S50 N=1 oNR
1007 FORMAT(TS oF 1064 oT20eF 100t s T3S 1E12e5¢T5S5+sE12e593T759EL12e591TO543E12e5
1TLI10+4E1265)
SUMDEN(N) =SUNMDEN(NI /NUMAQP
SUMRAT(N) =SUNRAT(N) /NUMAQP
SUMS(N)=SUMS({N) /NUMAQRP
SO0 WRITE(6s1007) RIN)TRINI , XI(HMNs2) s XI(Ns1),SUMDEN(N) ,SUMRAT (N)+SUMS(
IN)
999 CGONTINUE
STOP

END

PNARNNNN e s 1t et et et e O QO OO0OOCOO0Q
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APPENDIX D:

CONVOLUTION AND HB ELECTRON DENSITY CALCULATIONS

We consider the convolution integral for the "folding"
of lorentzian and gaussian line profiles (61,93)

400
17 (Ar%) =f 10(an) TH(AA® - AX) d(an) (D1)

-~ 00

where, IG(AA) = gaussian profile, IL(AX) = Jorentzian profile,
and IF(AA) = folded line profille. Equation D1 mathematically
expresses the effect of superimposition of the "smearing"
function IL on the gaussian 1line profile IG. Each gaussilan
intensity contribution IG(AA) at displacement AX from the
unperturbed line center 1s smeared out over all other
positions of the prorile Dy tThe lorentzian vroadening Tfunctlon
centered at AX. The contribution of this smeared intensity to
the IF profile at a distance AM¥ from the unperturbed line
center is given by the product of the gaussian at AA, IG(AA),
with the lorentzian centered at AX, 1.e., IL(AX* - AX). The
resnlting folded intensity at the point AX¥ frdm the unper-
turbed line center 1s obtained by integration over all
intensities contributing at AX¥.

The total area under the line envelope remalns constant

so 1t is convenient to normalize
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+oo 400
f 1%(an) acan) =f than) acan) = 1 (D2)

-0 -0

and, consequently

+co
Jf P (an) a(an) = 1 (D3)

-0

Because convolution is commutative, elther the gaussian
~or the lorentzian profile may be considered to be the smearing

function; this is shown as follows. First, we define

AN' = AX¥ < AX (D4)
then,
AXA = AX¥ - A)T
and {B5)
alaxt) = a(ax*) - a(ax)
but,
d(Ar¥) = 0 (D6)
thus,
d(ar') = - d(AX) (D7)
The change in the integration limits is given by
Al = ~0 ==> AL'" = 4o
and (D8)

AX = 4o => A)'

-—00
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Combining Equation D1 with the variable transformations given

by Equations D5, D7, and D8 yilelds

I (ANR) = -f 1%ax* = axt) TH(AA') d(Ar") (D9)
400

but, the AA' variable is only an integration dummy so this

equation may be written

+o0
IF(AA*) i}‘ IL(AA) IG(AX* - AXx) d(Ar) (D10)

- 00

where the relationship
f-oo f+oo
4o - 00
has heen used.

A FORTRAN IV computer program was written to perform
the convolution calculations described in Chapter II of this
dissertation and a complete listing of the source statements
is included as C337CONV. The Cal-Comp plotting faclility
described in Appendix A was (optionally) employed to produce
plots of the HB Stark proflles folded with Doppler and
instrument contributions, which were obtained from this
program. This was accomplished in the PLOT subroutine,

which made use of the SIMPLOTTER program library described

in Appendix A. The PLOT subroutine and the CALL PLOT
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statement in the main program should be removed for installa-
tions where SIMPLOTTER 1s not avallable; the plotting
capability will be lost 1f this is done.

The user input varlables for this program are defined at
the beginning of the C337CONV listing. The card input of
Stark profile data was designed to accommodate the format
employed in the Stark profile tabulations of Vidal et al.

(98). Either the instrument broadening profiles which were
read from data cards (ICONV = 1) or, internally generated
Doppler profiles for the temperatures employed in the calcu-
lations of reference 98 (ICONV = 0) could be employed as
smearing functions. The broadening profile could be symmetric
(ISYMBP = 0) for which only intensities at positive displace-
ments from the center were required or, it could be asymmetric

e o U 1~

4 ~ —- AN JU. K. - v — -~
{I8YMpr ~ 1) for wnich comple

)

te pro
Because the comment cards included in the C337CONV
listing are generally self-explanatory, only a brief descrip-
tion of the program operation will be presented here. First,
the number of data sets (NSETS) was read where one data set
was associated with each instrument broadening profile
employed. The value of the primary DO loop variable (NUMSET)
ranged from 1 to NSETS. Second, the appropriate number of
runs (NRUNS) was read for the NUMSET value where NRUNS
corresponded to the number of different electron density (n )

e
values assocliated with the data set. Third, the relevant
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instrument profile variables and the proflile itself were read
from data cards. PFourth, the variables assoclated with the
run were input from data cards. Fifth, the reduced wavelength

scaling factor defined by (98)

DENOM = 1.25 x 1077 ne2/3 (D11)

was calculated for the electron density run. The wavelength
displacements and half-wildths of the instrument profile were
divided by this scaling factor to yileld reduced values and the
instrument profile was area normalized. Sixth, the appropri-
ate area normalized reduced Stark profile data (98) for
positive displacements were read from data cards for the
electron density run. Seventh, the convolution integration
calculations were performed and the resulting folded profiles
were arca normalized. Minally,  fThe hall
profiles were determlned by appropriate lnterpolation methods
(98).

Within the convolution calculation sectlon of the
program, the ratio of the reduced instrument profile half-
width to that of the approprilate reduced Stark profile, 1i.e.,
AAG%/AAS% was calculated to determine the "nérrowest" of the
two profiles. When thls ratio was 1.5 or greater, the
convolution was integrated with respect to the "narrow" Stark
profile (see Equation D10) but, for values less than 1.5 it

was pertformed with respect to the gausslian-like instrument
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profile (Equation D1). The instrument profile displacement
axls was dilvided into 100 parts for the integration calcula-
tions and the corresponding Iintensity values were obtained by
interpolation (98) between the original data points.

Before the empirical "narrowness" test was devised the
convolution integratlon had been carried out exclusilvely over
the reduced Stark profile displacement variable and very
serious errors in calculated IF(AA*) values were subsequently
obtalned, because integration over the wide reduced Stark
profiles often obscured the effect of the narrower reduced
instrument broadening profile. When this test was incorpor-
ated into the program the fine structure of these profiles was
not lost and, consequently, the accuracy of the convolution
calculation was significantly i1mproved.

The convoluticn calculation was carried out over
successive four-point segments from the negative to the posi-
tive integral limits; these limits were determined from the
Stark and instrument broadening profiles employed in these
calculations. The appropriate IG-IS products from Equation D1
or D10 were calculated for each segment and the area of that
segment was determined which the DCS1QU function or the RLFOTH
and RLDOPM subroutines. These routines were obtained from the
International Mathematical and Statistical Libraries (IMSL)
subroutine library (138) which was available at the ISU

Computatilons Center.
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The half-widths, profile maximum intensiﬁy values, and
profile center intensities obtained here agreed within 1-3%
with the corresponding values from Vidal et al. (98) when
these HB Stark and Doppler profile data were used to test the
convolution method developed in this dissertation research.
The accuracy of this method was better than 0.1% for pure
Doppler-Doppler test convolutions; the folded profile half-
widths and intensity values could be directly calculated for
these data (93).

The contents of the data cards required for operation of

the C337CONV program are listed in Table D-1.

HB Electron Density Program

i

The FORTRAN IV computer program which was written to per-
form the electron density calculations Irom Stark broadening
measurements on the HB line (C337BROD) is 1listed after the
convolution program. Electron densities were calculated in
this program with the iterative approximation procedure out-
lined in Chapter II of this dissertation. The comment cards
at the beginning of the listing of C337BROD define all input
variables necessary for the operation of thls program. The
ALFA array in lines 33 to 38 of this program contained the
reduced half-widths (u';i), which were calculated for the H8
line with the spectroscoplc equipment employed in this inves-

tigation. These values were obtalned with the convolution
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program discussed above (C337CONV) and are shown in Figure
2 (Chapter IV) of thils dissertation. Table D-2 outlines the
contents of the data cards required for operation of

C337BROD.



Table D-1. Data card requirements forr C337CONV

Type # Cards Columns Variable Format Remarks
# Name
1 1 1- 5 NSETS I5 Number of data sets
2 1/set 1- 5 NRUNS I5 Number of runs for a glven data set
3 1/set 1- 5 NPOINT I5 Number of points in the instrument
profile array
6-10 ICONV I5 Doppler/instrument profile
convolution selection
11-15 ISYMBP 15 Symmetric/asymmetric instrument
profile switch
16-20 IPLOT I5 Plot option switch
4 NPOINT 1-10 WAVE ¥10.0 Wavelength displacement array of
/set instrument profile (Angstrom units)
11-22 PRFINT El12.5 Corresponding instrument profille
Intensity array
5 1/run 1-€0 TITLE 15A4 Experiment label for run calculations
61-€8 HLINE 2AL Name of hydrogen line corresponding
to ILINE value
6 1/run 1- 5 ISKIP I5 Option to print calculation
iterations (normally 0, i.e., not
printed)
6-10 ILINE 15 Number corresponding to HB’ H , or Hg
convolution Y
11-15 NTLOW 15 Beginning NT value for convolutions
(see comment cards and reference 98)
16-20 NTUP I5 Ending NT wvalue
21-32 DENS El2.5 Electron density for the run
36-55 LDENS SAL Graph label for plot identification

981



Table D-1.

(Continued)

Type # Cards Columns Variable Rormat Remarks
# Name
7 1/run 1- 5 NALPHA 15 Number of Stark profile data points
6-10 NCONV I5 Number of convolutions
11-15 ISYMCP I5 Symmetric/asymmetric Stark profiles
to be convoluted with instrument
broadening profile
15-20 IPUNCH 15 Option to punch convoluted (folded)
profiles
21-25 IREAD I5 Option to input profile data from
disk file (see comment cards)
26-30 IPROFL I5 Option to apply asymptotic wing
formula in convolution calculation
(see comment cards)
8 NAPHA 1-19 ALPHA F10.0 Reduced displacement array for Stark
/run profiles
11-70 STARK 5E12.5 Stark profile intensity arrays for

temperatures from NTLOW to NTUP
(see comment cards and reference

98)

L8T
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PROGRAM T0O CALCULATE CONVOLUTION INIEGRAL OF UNEQUALLY SPACED
NUMERICAL DATA

(a¥alalatsleYaYolelaYoYoYals e Yo ala ol aYa o o aTa e ke o a e o aYa o o aYaYe o e aYa XakeYala e aks!

NSETS=NUMBER OFF DISTINCY DATA SETS; ONE SET PER GIVEN INSTRUMENT
BROADENING PROFILE

NRUNS=NUMBER OF RUNS TO BE MACE WITHIN A GIVEN BROADENING PRGOFILE
SET

TITLE=LLABEL FD? CALCULATION FOR A GIVEN RUN

ILINE=1s, H-BETA CONVOLUTION CALCJULATION

=2+ H-GAMMA v "

=3s H-DELTA b "
NT=1s« TEMPERATURE = 2500 K
=29 " = S000 K
=3 o = 10000 K
=&, " = 20000 K

=S . 40000 K
HLINE=LABEL FOR LINE CORRESPONDING TO ILINE
DENS=ELECTRON DENSITYY FOR A GIVEN RUN
LDENS=GRAPH LABEL TO IDENTIFY PLITS (IF IPLOT=1 SPECIFIED}?
NALPHA=NUMBER OF REDUCED DISPLACEMENTS FOR WHICH THERE ARE STARK
PROFILE POINTYS TABULATED
NCONV=NUMBER OF CONVOLUTIONS TO SE DONE WITHIN GIVEN RUN
(SET EQUAL TO NALPHA)
ISYMCP=0ys SYMMETRIC PROFILE YO BT CONVOLVED WITH THE BROADENING
PROFILE:Z READ IN RIGHVY HALF (POS DISPLACEMENT)
=1e NOT SYMMETRIC; READ IN COMPLETE PROFILES
ISKIP=0s SKIP PRINTING ITERATIVE VALUES
NE O+ PRINT INTERMEDIATE VALUES
IPUNCH=0+, CONVOLVED PROFILES NOY PUNCHED
=19 CONVOLVED PROFILES PUNCHED ON CARDS
IPROTL=0, PURE STARK OR STARK./DOPPLER PROFILES TO BE CONVOLVED
WITH THE BRUADENING PRIFILE --- ASYMPTOTIC WING
FORMULA; 23,5261 E--O03%{ ALPHAX*X*( ~2¢5)) + APBPLIED
FOR DISPLACEMENTS BIEYOND TABULATED PROFILE DATA
NE Oo ASYMPTOTIC STARK/DOPOLER WING FORMULAS NOT APPLIED
NTLOW=STARTING NT VALUE FOR CONVILUTION CALCNe.
NTUP:ENDING i w w " "
STARK(I«NT)=TABULATED BRDADEMING INPUT DATA ARRAY AT TEMPERATURE
CORRESWVONDING TO NTS SE12eS5s CLOUMNS 11 - 70
ALPHA(I)=PROFILE REDUCED OISFPI_ACEZMENT ARRAY CORRESPONDING TO
STARK (I +NT) DATA; COLUMNS 1 - o]
NPOINT=NQOo POINTS IN THE INSTRUMINT PROFILE ARRAY
ICONV=0s DOPPLER CONVOLUTION
=1y INSTRUMENT CONVOLUTI DN

1N b 1ot bt 1ot b gt ot 3ot pes b ) (0 N DD LN D (W)
OVE~NOUNPUN~=O
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noo afn

ann

anon

=3

-

100

QO O
-0 O
O O

101

ISYM3P=0, SYMMETRIC BROADENIMG PROFILE; READ IN FROM ZERO
DISFLACEMENT YO PRFEINT(NPOINT): PROGRAM GENERATES
LEFT (NEGATIVE DISPI_ACEMENT) PORTION OF PROFILE
=1y NOT SYMMETRIC; READ IN COMPLETE PROFILE INCLUDING
NEGATIVE DISPLACEMENT INTENSITIES
IPLOT=0s NO PLDOTS GENERATED
=1+ BROADENINGs STARK/DOPPLER, AND CONVOLVED PROFILES PLOTTED
IREAD=0, INPUT PROFILE DATA ON PJNCHED CARDS
=1s INPUT PROFILE DATA READ IN FROM FILE, CPS07.A0986.CONV
(REQUIRES ADDITIONAL. FILE READ JCL AND UTILITY PL/1
PROGFHAM TO EDIT FILE DATA IN CARD IMAGE)

WAVEL(I)=DISPL.ACEMENT ARRAY (ANGSTROMS) OF INSTRUMENT PROFILE
PRFINT(I)=CORRESPONDING INTENSITY ARRAY

DOUBLE PRECISION T(12).P(8)

DIMENSION C{S) +S(5)+sA(2)2B(2)+XF(6),LDENS(5)+DINCC(200)

DIMENSION TEMP(S5)TITLE(1IS) HLINZ(Z2) ,wWAVE(3)+sALPHA(100),STARK(100,
15)+DEL(3+5)+AWORK( S0} ALPHAD{(3+5) s X( 6)s XPONET( 6)-.FX( 6)
DIMENSION APROF(100),S5TARKL (100+3)+CONV(10055)sAREA(S)

DIMENSION XINTRP{(100)sYINTRP[3100) +ALEFT(S5)»ARIGHT(S) »HMAXL(S) s HMAX
IR(S)» XMID(100), YMID(1Q0)sSHAL_F(S)

DIMENSION WAVIELC(100) ,PRFINT(100)s XWAVEL(100)+XPROFL(100)

DATA TEMP/2500095000e5100000+2000006+4D00004/+WAVE/4861e33+4340+46,4

1101.73/

READ IN NUMBER OF DATA SETS

READ{S,1) NSETS

FORMAT(IS)

DO 9999 NUMSET=1.NSETS

READ IN NUMBER OF RUNS FDR THE DATA SET

READ( 5,100} NRUNS
FORMAT(IS)

READ IN INSTRUMENT BROADENING PROFILE FOR VHE DATA SET

READ(S5+1000) NPOINT, ICONV.ISYMBP, I1PLOT
FORMAT (41S5)

DO 1010 I=1.NPOINT

FORMAT(F100:E1245)

READ(S»1001) WAVEL(I)PRFINT(I)

D0 9999 NUMRUN=1+NRUNS
READ IN INFORMATION CARDS FCOR A JUN WITHIN THE DATA SET
READ(5,101) TITLELHLINE

FORMAT (15A4,2A4)
READ(S+102) ISKIPJILINE NTLOWSsNTUPDENS,LDENS
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anon

ann

102
200
201

6S
70

103
104

1020

FORMATI(QRIS,EL12,593Xe5A4)

WRITE(6,200) TITLE

FORMAT(1H1+//T10,15A4)

WRITE(6+201) HI.INE» WAVE(ILINE) oDENS

FORMAT(// 3720 s2A4+SX +sFT7 e2+2Xs 'ANGSTROMS ' 4 SX+*'ELECTRON DENSITY = *,
1E11 44)

CALCULATE DISPLACEMENT SCALING FACTOR AND HALF-WIDTHS OF DOPPLER
BROADENING PROFILE (ICONV=0 USES INTERNAL DOPPLER BROADENING
PROFILE AT TEMPERATURE SPECIFIED BY NT UP AND NTLOW)

DENOM=1¢25E~-9* (DENS** 0. 6666667 )

WRITE(6+,50) DENOM

FORMAT(/+T20,s '1025E-09%(NE*%(22/3) )= *+E1245)
WRITE(6+55)

FORMAT(///+T10+ "GAUSSIAN PROFILE HALF-WIDTHS?)

TS»‘TEMP"TZO.'LAMDEL(I. ¥, T3Se "LAMDEL(2T)* TS0, 'LAMDEL
2 PALFDEL (L +T)* s T8O0*ALFDEL(25sT)*,T95,"ALFDEL(3+T3 ")

01733% SQRT(TEMP(I))
1548% SQRT(TEMP(T1))

1462% SQRT(TVEMP(I))

EL(1+,1)/7DENGM

EL( 2, 1)/7DENOM

EL(3+ 13 /7DENOM

e OO0

FORMATIIT (4XesE11e4))
WRITE(6965) TEMP(I) s (DEL(JsI) 0J=1+3)s(ALPHAD(KsI)sK=1,3)

READ IN PROFILE DATA 70 BE CONVOLUTED WITH THE BROADENING PROFILE

READ(S55103) NALPHAsNCONVoISYNMCP I PUNCH,s IREAD, IPROFL
FORMAT(6IS)

DO 10 I=1,NALPHA

FORMAT(F1000+SE12¢5)

IF(IREADCEQ«0) GO TO 8

READ(9+104) ALPHA(I) s (STARK(I,J)sJ=1+5)

GO TO 10

READ(55104) ALPHAU(IL) s (STARK(IvJ)s J=1+5)

CONTINUE

COMPLETE AND AREA NORMALIZE THE BROADENING PROFILE

IF(ISYMBP.,EQe1l) GO TO 1030
DO 1020 I=1,.NPOINT
J=NPOINT+1-1

XWAVEL(I )=—WAVEL(J)/DENOM
XPROFL(I)=PRFINT(J)I)XDENOWM
XWAVEL (NPOINT )=wAVEL( 1)

B3 12 fad 0D fad o 05 Db (8 D23 bud bmd [t ot 1od Pub hub bt (o Pk b ek Db fud b b b fb D Pk b Pt Pt b
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1025

1030

1035
1¢40

1045

1046

DO 1025 I=2+NPOINT
J=ENPOINY—1+41I
XWAVEL(J)=WAVELCI)/DENOM
XPROFL(JI=PRFINT(L)XDENOM
NPT S=2NPOINT~-1

GO TO 1040

NPYS=NPOINT

DO 103S I=1.NPTS
XWAVELCI)=WAVEL{ 1)/DENGCM
XPROFLCI )=PRFINT(I ) *DENOM
AREAIN=0,00

BMAX=0,00
JCHK=(NPTS/2)+1

DG 1050 I=1.NPTS.3

NL=1]

NU=NL+3

IF(NUSGEsNPTS) NU=NPTS
N=0

DO 104S J=NL,NU

N=N+1

X(NI)=XWAVEL(J)
XFUN)=XWAVEL(J)

IF(XWAVEL(J)eEQe0a00) JCHK=J
IF(XPROFL(J)eLT«BMAX) GO TO 1045

BMA X=XPROFL (J)
JLOW=J-]
JuP=J+1
FX(N)=XPROFL(J)
IER=0

NUMBER=4
NTEST=NU-NL+1

IF(NTESTeLT a4 ) NUMBER=NTEST
AINSTR=DCSIQUI{FX e+ X o NUMBER yHWORK sI ER)

IF{IER«NE129) GO TO 049

WRITE(5:1046) IERsNLs (X{M) M1+ NUMBER) » (FX{MM) s MM=1 ,NUMBER)
9l 3s2X+s*FOR INITIAL SEGMENT VALU?'-
=t s4(2X

FORMAT(/ +T10, **x%k*kxFLAG,

1 T4/ T154 X (1) ===X(N) = 1 448(2KsE11e4)9/eT1S5°FX(1)———FX{(N)
29El1144))

DO 1500 M=1,12
T(M)=0.00

DC 1501 M=1,2
A(MNI=0,00
B8(M)=0.,00

DO 1502 M=1,8
P(M)I=0.00

DO 15S03 M=1+5
C{M)=0.,00
S(M)=0.00
RSQ=100.0
MD=2

151

152
153
1S4
155
156
157
158
159
160
161

162
163
164
16S
166
167
168
169
170
171

172
173
174
175
176
177
178
179
180
181

182
183
184
185
186
187
188
189
190
191

192

193
194
1995
196
197
198
199
200

[



IER=0
10=0
IF(NUMBER.EQe2) MD=1
IF{NUMBER+EQel) GO TO 10S0
CALL RLFOTH(X o "X e NUMBER +sRSQsMDIsID P sCeSsAeBIIER)
IF({IER.EQe129) GO TO 1050
IF{IER«EQ.130) GO TO 1050
CALL RLDOPM(C,sIDsAeB,T)
FUP=XF {NUMBER)
FLOW=XF(1)
FUZ2=FUP¥FUP
FL2=FLOW*FLOW
FU3=FU2*FUP
FL3=FL2%FLOW
AINSTR=9999,
IF(IDEGel) .C(3)=0.,00
lAIN?TR=(C(lI*(FUP—FLDW))+((C(2)/2-0)*(FU2-FL2))+((C(3)/3.0)*(FU3—F
L3)
WRITE(6,1510) AINSTR
1510 FOR?AT(/;TIO.'PDLYNOMIAL APPROXIMATION TO AREA USED:?: AINSTR= *,E1
114
1049 AREAIN=AREAIN+AINSTR
1050 CONTINUE
BMAX=BMAX/AREAIN
DO 1060 I=1.NPTS
1060 XPROFL (I)=XPROFL(I) /AREAIN
ISHAPE=0
IF(BMAXe GTe XPROFL(JCHK) ) ISHAPE=]1
HALFR=0.00
1CALL’. HMAX (X WA VEL s XPROFL +NPTSe (0309 JLOW o JUP ¢BMAX 3009 HALFR$0e0 »1SH
APE
BHALF=HALFR
BMA X=BMA X
WRITE(6,1061) BMAX,BHALF,AREAIN
1061 FORMAT(////77+:T25+*AREA AND DISPLACEMENT NORMALIZED INSTRUMENT BROAD
1ENING PROFILE" 3/ ¢eT3S5, *MAX INTENSITY = *,E125+2Xe '"HALF-WIDTH = ®,E
212¢5+2Xe *AREA BEFORE MORMALIZATIOGN ='921XesE1245)
WRITE(G6»1062)
1062 FORMAT(///oT10+° ALPHA s TS *INTENSITY?)
DO 1070 I=1sNPTS
1065 FORMAT(TIO-E11.4,T25,E1104)
1070 WRITE(6.1065} XWAVEL(I))XPROFI_(I)}
WRITE(6,+150)
150 FORMAT(//sT10,4+*INPUT DATA')
YRITE(65151)
151 FORMAT(// oT2s* ALPHA? 4 T20)» °STARK(2500)°*+T40, *STARK(S5000)*T60,°STAR
IK(10000)* T8O * STARK(20000) *,T10D0+*STARK(4G0000) *)
00 1S I=1.NALPHA
152 FORMAT(T20E11 «4+sT20+EU10dsT4UEL11e4+sTO60+EL11e4,7T8B80+E11.4,.T100.E11.4
1)
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15 WRITE(66152) ALPHA(I) ¢+ (STARK(1+J) eJ=1,5) 251

2s2

COMPLETE PROFILES TO BE CONVOLUTEZID WITH THE BROADENING PROFILE 253

254

DO 19 [=1.5 255
HMAXL(I)=0.0 256

19 HMAXR(I)=0.00 257
IF(ISYMCP.EQel) GO TO 1900 258

DO 20 1I=1,NALPHA 259
J=NALPHA+1 -1 260
APROF(I)=-ALPHAT )} 261

DO 20 K=1,5 262

20 STARKLE(I «K)=STARK(JK) 263
APROF (NALPHA)=ALPHA(1) 264

DO 25 I=2.NALPHA 265
J=NALPHA-1+1 266
APROF(J)=ALPHA(I) 267

DO 25 K=1,5 : 268

25 STARKL(JK)I=STARK(I K]} 269
NALPHA=2 XNALPHA~1 270

GO TO 1950 271

190C DO 1910 I=1.NALPHA 272
APROF(I)=ALLPHA(I) 273

DO 1910 J=1.5 274

1910 STARKLA(I ,J)=STARK(IsJ] 275
1950 NCONV=NALPHA 276
DO 1995 NT=1,5 277
SHALF{(NT )=0,00 278
IF(NT JLLTNTLIW) GO TO 1995 279
IF(NT ¢GTNTUR) GO TO 1995 280
JRCHK=(NALPHA/2)+1 281
JLCHK=JRCHK 282

DO 1990 I[=1,NALPHA 283
IF{APRDOF(I) «GT 00} GO TO 1955 284
IFCAPROF (1) ¢EGeDe0) GO TO 1960 285
IF(STARKLC I JNT ) LT HMAXLINT)) GO TO 1990 286
HMAXLINT)=STARYL (I +NT) 287
ILSLOW=I~—} 288
ILSURP=1I+1 289

GO TQ 1990 290

1955 IF(STARKLEINT)eLEHMAXRINT); GO TO 1990 291
HMAXRI(NT)I=STARKL{I +«NT) 292
IRSLOW=I~-1 293
IRSUP=I+1 29a

GO TO 1990 295

1960 JRCHK=] 296
JLCHK =1 297
IF(STARKL (I JNT )GV HMAXR(NT)) GO TO 1970 298
IFC(STARKLI IoNT) ¢ LT.HMAXLE(NT)) GO TO 1990 299

HMAXL(NT)=STARKL(I<NT) 300
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ILSLOW=] -1
ILSUP=I+1
GO TO 1990
1970 HMAXRINT )I=STARKL (I +NT)
IRSLOW=I-1
IRSUP=1I+1
1990 CONTINUE
SRMAX=HMAXR{(NT)
SLMAX=HMAXL (NT)
DO 1994 J=1 ,NALPHA
XINTRP (J)=APROF (J)
1994 YINTRP(J)=STARKL(JsNT}
HALFR=040
HALFL=0.00
ISHAPE=0
IF(SRMAX e GT ¢YINTRPIJRCHK)) ISHAPE=1
IF(SLMAX ¢GTYINTRP(JLCHK) ) ISHAPZ =1
CALL HMAX{(XINTRP,YINTRP JNALPHAs 1, ILSLOW,ILSUPs IRSLOWs IRSUP SRMAX S
I1LMAX, HALFRoHALFL s ISHAPE)
SHALF INT )=({HALFR-HALFL)/72.00
HMAXR{ NT ) =SRMA.X
HMAXL (NT )=SLMAX
1995 CONTINUE
WRITE(6+2000)
2000 FORMAT(//7¢T10+*COMPLETE PROFIILE D>ATA")
WRITE(6,2001)
2001 FORMAT(/7 T2 2ALFA® 3T20,:!' STARKL(2500)*sT40, 'STARKL(S000)°*2760+"*STA
IRKL{10000)?+TEQO«*STARKL(Z2000012°® sT100+°STARKL(40000)*)
DO 2015 1I=1.NALPHA
2002 FORMAT({(T2sE11 04 sT209sE1104eTA02EL11 e4+T609sE11e¢4,T80+¢E11.,4,T100,E1144
1}

2015 WRITE(6+2002) APROFUII ) (STARKI (IsJ)+J=1s5)
WRITE(6:2003) (HMAXREED)oI=195) s (HMAXL(J) s J=195) s {SHALF(K)3sK=1,5)
2003 FORMAT (//5T2+:'"RIGHT MAX INTEMS®sT20eE11e4+4(9XeE1104):/+T3,LEFT M
LAX INTENS® sT20+E110454(9XsE1]1:24)s//sT4,'AVE HALF-WIDTH® 4 T20+El1le4,

24(9X»El11.4))
PERFORM THE CONVOLUTICN CALCULATIONS

DO 99 NT=1,5
DO 2990 INUN=1,NALPHA

2990 YINTRP{INUM)I=STARKL{ INUMNT)
DO 99 J=1.NCONV
CONV{JeNT )I=0,00
IF(NT oLTNTLOW) GO TO 99
IF(NT «GToNTURP]! GO TO 99
IF(ICONV.EQel) GO TO 3000
XUP=1 ¢000/DENOM
IF(NTeEQe3) XUP=1e¢50/DENCM
IEFINT eEQed) XUP=2.00/DENOM

310
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300¢C

3010

3020

3030

3031

72

IF(NT eEQeaS) XUP=3,00/DENDOM

XL OwW=-XUpP
RATIO=ALPHAD(ILINEoNT )/SHALF(NT)
KEY=0

IF(RATIO «eGE ¢l « 53 KEVY=1L

GO TOo 3010

XUP=XWAVEL(NPTS)
XLOwW=XWAVEL{1)
RATIO=BHALF/SHALF(NT)

KEY=0

IF(RATIDeGE el «5) KEY=1
RAINC=XUP/50+00

R=XLOwW-XAINC
DO 3020 M=1,100

XX=XX+XAINC
DINC(M)=XX
NDET=100

IF(KEY ¢EQel ) NDET=NALPHA
DO 98 K=1+NDET.3
NL=K
NU=NL +3

IF({NU «eGE«NDEY )} NU=NDET
N=0
DO 96 I=NL,NU
N=N+1

IF(KEY sEQel) X(NI)=APROF(J)-APROF(I)
IF(KEY.EQel) GO TO 3031
XI{N)=DINC(I)
XXX=APROF (J)—-X{N)

IF{ XXX eLTeAPRIDF(1)) GO TO 3030
IF(XXXasGTcAPRDF {NALPHA)) GO TO 3030
POLYN=0,00
CALL PLLYNN(APROFSsYINTRFP POLYNs XX Xs NALPHA-6)
SVALUE=POLYN
GO TOo 303t
BXX=ABS{XXX)

SVALUE=2 e 0 %3« 5261 E~03%(EBXX%k%(-2e5) )
IF(IPROFL eNEe D) SVALUE=C,
IFCICONVeEQel )Y GO TO 7S
XX2N=ABS( X(N) )
XPONETI(N)=~0e E931471 8% XX2NX%2, )/ (ALPHAD(ILINE .NT)*%2,)
XPTEST=ABS{XPOGNET(N) )
IF(XPTEST«GT.560) GO TO V2
XPONET(N)=EXP( XPONETI(N) ) /(1. 77245*%DEL( ILINE+NT))
XPONETI(N)=DENDMEXPONET(N)* SORT(D«¢69314718)
IF(KEYeEQn1l) SVALUE=STARKL(I«NT)
FX(N)=SVALUEXPONET(N)
GO TO 86

XPONET(N) =00
FX(N)=0.00
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GO TO 86 401

TS XXX=X{N) 402
IF(KEYeEQel? SVALUE=STARKL(I,NT) 403
IF(XXXeLTeXWAVELCL1)) GO TO 80 a04
IFIXXXeGT«e XWAVELI(NPTS)) GO TO 80 40S
POLYN=0.,00 406
CALL PLLYNN(XWAVEL o XPROFL sPOLYNXXXsNPTS+6) 407
XPONET(N)=POLYN 408
GO TO 85 409

80 XPONET(N)=0000 410

85 FX({N)=SVALUEXXPONETI(N) q11

86 CONTINUE 412
XF{(N)=DINC(I) 413
IF(KEYoFQel) XF(N)=APROF({I) 414
IF(KEYoEQel) X(N)=APROF(I) a1s

96 CONTINUE 416
IER=0 417
NUMBER=4 418
NTEST=NU=NL+1 419
IFCNTEST oLT ¢4 ) NUMBER=NTEST 420
CTEST=DCSI1QU(FX+Xs NUMEBER,) HWORK s IER) 421
IF(ISKIPL,EQ.O) GO TO 997 422

995 FORMAT(TSO00 CTEST= ¥4E110+4s2X0?FOR J= *9I3e2Xs K= ',13) 423
WRITE(6:996) CTESTsJeK 424

997 IF( IERNE1229) GO TO 97 425
WRITE(6+105) IER.JsK 426

1L 0S FORMAT (T10 o * &k FLAGHEX®k ,IER= ¢ ,15,2Xs *RETURNED FOR CONVOLUTION 427
1 NUMBER *,15:5Xs "SUBSET K VALUE = *.13) 428
WRITE(H6,106) APROF (J) oNT 429

106 FORMAT(T1S: *ALFA(J)= “2E12:5:2Xes*NT = *,13) 430
D0 600 M=1,12 431

600 T(M)=0,DO 432
D0 601 M=1,2 433
A(M)=0.00 434

601 B8(M)=0,00 435
DO 602 M=1,8 436

602 P{M)=0,D0 437
D0 603 M=1,5 438
C(M)=0.00 439

603 S(M)=0.,00 440
RSQ=100.0 441
MD=2 442
IER=0 443
I1D=0 444
IF(NUMBER,EQ.1) GO TO 98 445
IFCNUMBER.EQe2) MD=1 446
DIF=0e0 447

DO 608 M=2,NUMBER 448
tL=M-1 449

508 DIF=DIFF(FXI{M)-FX(L))*%2 450
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XNMBR=NUMBER 451

DIF=SQRT(DIF) /XNMBR 452
AVE=0 ¢ 0 453

DO 609 M=1,NUNBER 454

609 AVE=AVE#F X(M) 455
AVE=AVE/ XNMBR 456
AVTEST=0,001%AVE 457
IF(DIF«GT.AVTEST) GO TO €04 458
CTEST=AVE®=( X(NUMBER)-X(1)) 459

GO TO 611 460

604 CONTINUE 461
CALL RLFOTH(X+»FXesNUMBER RSQeMDsIDeP ¢CsSsAesBsIER) 462
IF(IER.EQ0o129) GO TO %98 463
IF(IER.EQ.130) GO TO 98 464
CALL RLDOPM(CsIDsAcBs 1) 465
FUP=XF ( NUMBER)) 466
FLOW=XF{(1) 467
FU2=F UP*F UP as68
FL2=FLOWXFL OW 469
FU3=FU2%F UP 470
FL3=FL2%FLOW 471
CTEST=9999, 472
IF{IDEQel) C(3)=0,00 473
1§§§5T=(C(n)t(FUP ~FLOW))4((C(2)/2.0)%(FU2-FL2))+((C(3)/3.0)*%(FU3-FL 474
475

WRITE(6:610) CTEST,ID 476

6510 FORMAT (T10.'POLYNOMIAL APPRDXIMATION TO AREA USED: CTEST= ',E11 477
10602Xs "DEGREE=: ,13) 478

GO TO 97 479

611 WRITE(6+615) CTEST 480
615 FORMAT ~ (T10s "FX{N) _VALUES NEARLY CONSTANT: SQUARE APPROXIMATION 481
17O AREA] CTEST= ',E125) 482

97 CONV(JsNTI=CONV(JsNT)+CTEST 483
98 CONTINUE 484
99 CONTINUE 48¢c
486

DETERMINE AREA OF CONVOLVED PROFILES 487

488

DO SO01 NT=1,5 489
AREACNT) =000 490
HMAXL (NT)=0.00 a91
HMAXR (NT ) =000 492
ALEFT(NT)=0.00 493
ARIGHT(NT)=0.00 494

DO SO0 I=1+NCONVs3 49s
NL=1 496
NU=NL +3 497
IFINU ¢ GE e NCONV ) NU=NCONV 498

N=0 499

DD 495 J=NL,NU 500
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450

460

470

495

204

700

701
702

703

N=N+1
XF(N)=APROF(J)
X{N)}I=APROF(J)

DETERMINE FIRST APPROXIMATIONS TO RIGHT AND LEFT PROFILE
MAX IMUMS USING TABULATED (UNNORMALIZED) CONVOLUTION RESULTS
AREA NORMAL IZATION AFTER STATEMENT S01

IF(APROF{J} oGT e000) GO TO 450C
IF(APROF(J) 0cEQeC«00) GO TO 460
IF(CONV (U NT) o LTaHMAXL(NT)) GO TO 495
HMAXL (NT)=CONV(JNT)

LJIJLOW=J-1

LIuP=Ju+1

GO TO 495

IF(CONV{JeNT) e LEHMAXR(NT)) GO TO 495
HMAXRINT)I=CONV(JNT}

JRLOW=JU~1

JRUP=J¢+1

GO TO 495

IF(CONV(JoNT) e GT HMAXR(NT)) GO T2 470
IF(CONV(JoNT) o LTeHMAXLC(NT)) GO TI 495
HMAXL CNT)ISCONV(JNT)

LJLDOU=U~1

LJuUP=J 1

GO YO a%9s

HMAXRINT )=CONV (J 4+NT)

JRLOVW=U~1

JRUP=J +1

FX(N)=CONV(JeNT)

1ER=0

NUMBER=4

NTEST=NU-NL+1

IF(NTEST oL Te4) NUMBER=NTEST
ATEST=DCSIQU(FXe Xes NUMBER» HWOFK s IER)}
IF(IERNE129) GO YO 497

WRITE(6+204) NLoNUNT

FORMAT (T10, * kkkkkFLAGy IER:==129 RETURNED FOR ATEST WITH NL=
Le2Xe*NU= *3I3,2X'NT= *,13)

DG 700 M=1.12
T(M)=0.,D0
DO 701 M=1,2
A(M)=0.00
B(M)=0.00
DO 702 M=1,8
P(M)=0.D0
DO 703 M=1,+5
C{(M)=0.00
S{(M)=0.,00
RSQ@=100.0
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MD=2

IER=0

I10=0

IF(NUMBERL.,EQel) GO TO S500
IF{(NUMBER.EQ.2) MD=1
DIF=0.,00

DO 708 M=2,NUMBER

L=M-]

708 DIF=DIF+(FX(M)-FX(L)I*%2
XNMBR=NUMBER
DIF=SQRT(DIF )/ XNMBR
AVE=0 .00
DO 709 M=1, NUMBER

709 AVE=AVE+FX(M)

AVE=AVE/Z XNMBR
AVTEST=0.001i%AVE
IF(DIF.GTAVTEST) GO TO 704
ATEST=AVEX( X(NUMBER)-X(1}))
GO TO 711

704 CONTINUE
CALL RLFOTHEX +sFX+sNUMBERIRSQeMD 3 IDsP +sCesSr»AsBIIER)
IF(IER.EQe129}) GO TO 500
IF(IEREQ.130}) GO TO S§00
CALL RLDOPMICsIDsAsBseT)
FUP=XF {(NUMBER)

FLOW=XF(1)
FU2=FUPXFUP
FL2=FLOW#*FLOW
FU3=FU2%FUP
ELI=FL2%FLOW
ATEST=9999,

IF(IDEQel) C(3)=0.0
ATEST=(C(1 ) FUP-FLOW))+((C(2)/2¢0)%(FUZ-FL2))+((C(3)/30)&(FU3-FL
13))
WRITE(6+,710) ATEST
710 FORMAT (T10,"POLYNOMIAL APPROXIMATION TO AREA USED: ATEST= *,£11
1e4)
GO TO 497
711 WRITE(6,715) ATEST
715 FORMAT (T106,*FX{N) VALUES NEARLY CONST: SQUARE APPROX TGO AREA:
1 ATEST= *,E12+5)
497 AREA(NT)=AREA(NT)+ATEST

S00 CONTINUE
501 CONTINUE

AREA NORMAL IZE CONVOL VED PROFILES AND MAX INTENSITY VALUES

DO S02 NT=1.5
IF(NT «LTeNTLOW? GO TO 502
IF(NT.GT.NTUP) GO TO S02
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HMA XL (NT )=HMAXL (NT)} /AREA(NT)
HMAXR ONT ) =HMAXR(NT ) FAREA(NT)
502 CONTINUE
WRITE(6,203)
203 FORMAT(1H1 o/7 o720, *AREA NORMALIZED CONVOLUTION RESULTS')
IF( ICONV.EQa0) WRITE(6,403)
IF(ICONVeEQel ) WRITE(6,402)
402 FORMAT (T30, ' INSTRUMENT PROFILE CONVOLUTION®)
403 FORMAT (T30, °DOPPLER CONVOLUTION (INTERNALLY GENERATED DOPPLER PROF
1TLES) ')
IFTCIPUNCH.EQel) WRITE(7,110) HLINEJWAVECILINE) s DENS
110 FORMAT (2AG02XsF7e2+2Xs*ANGSTROMS?® 42X 'ELEC DENS = *4E13.6)
WRITE(64+202) (TEMP(I) +I=1+5)
202 FDRMAT(//.TI3¢'ALPHA'wT25oF6.0.' K® s T40 +sF6e0e? K®* 3TSS sFH5e0+®* K'"oT7
[

L0 +F620+' KU T8S5,F6c0e " K?)
IFC(IPUNCHEQel) WRITE(7:210)
210 FORMAT{*DELTA ALPHA FOLLOWED BY CONVOLVED PROFILES;: 2500+5000,1000
1020000+ & 40000°*)
DG 199 J=1NCONV
DO 198 K=1,5

IF(KelLTeNTLOW) GO TO 198
IF(KoGTeNTUP) GO TD 198
CONV{(JsKI=CONVI(JeKI/AREA(K)
198 CONTINUE
IFCIPUNCHoNES«1) GO TO 199
109 FORMAT(F10+6+5E12e5)
WRITE(T74109) APROF(J) o (CONV(JL M)y M=1,5)
107 FCRMAT(TB8,E1104,T2145(4XsE1144))
199 WRITE(G6,107) APROF(J)u(CDNV(u;L)oL 15}

CALCULATE THE HALF-WIDTH BY USING HALF~-MAX INTENSITY VALUES

FOR BOTH RIGHT AND LEFT SIDES OF THE COMPLETE PROFILE.

THE MAX INTENSITY VALUE FOR EACH HALF IS DETERMINED 8Y USING

THE INTERPOLATING SUBROUTINE:. PL_YNNe

THE RESPECTIVE HALF-WITHS FOFR EACH SIDE ARE THEN DETERMINED BY
REVERSING THE INTENSITY AND OISPLACEMENY ARRAYS AND INTERPOLATING

A VALUE WITH PLLYNN

DO 299 I=1+5
IF(ILTNTLOW) GO TO 299
IF(I.GTNTUP) GO TO 299
JRCHK=(NCONVY/2) +1
JLCHK=JRCHK
DO 249 J=1 ,NCONV
XMID(J)I=APROF (J)
IF(APROF(J) ¢EGCe0,00) JRCHK=J
JLCHK=JURCHK

243 YMID(J)=CONV(Js1)
CRMAX=HMAXR(I]
CLMAX=HMAXL (1)
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299
396
397
398
399

S10

9999

1010

HALFR=0.00

HALFL=0.,00

ISHARPE=0

IF{CRMAX eGT oYMID(JRCHK) ) ISHAPE=1
IF(CLMAXeGY oYMID(JLCHK) ) ISHAPE=]
CALL HMAX(XMEDs YMIDeNCONVo 1oL JLOW s LJUP 3 JRLOWe JRUP CRMAX s CLMAX s HALF
1R.HALFL s ISHAPE)

ALEFT ( [)=HALFL

ARIGHT(I)=HALFR

HMAXR (I)=CRMAX

HMAXL ( £)=CLMAX

CONTINUE

FORMAT(/+T30*RIGHT MAX INTENS'»T21+5(4XsE1144))
FORMAT(TA+'LEFT MAX INTENS®! sT21+5(4XsE1164))
FORMAT(/ sT3:,*RIGHT HALF—WIDTH'sT21+s5(4X+E1104))
FORMAT(TG."LEFT HALF—WIDTH?® +TZ21+,5(4XsE11e4)]
YRITE(65396) (HMAXRE(N1) N1=1+5)

WRITE(6+397) (HMAXLINZ)»N2=145)

WRITE(6,398) (ARIGHT(I1)s11=1:5)

URITE(64+399) (ALEFT(IZ),12=1.5)

WRITE(6+,510) (AREA(NN) sNN=14S)

FORMATK//2T3, *AREA{1)~AREA(S) "' ,T22+s5(3X+E1265))

IF(IPLOYT eNEwl ) GO TO 9999

CALL PLOT(APROF STARKL s CONV o X¥WAVEL » XPROFL s NTUP s NTLOWs ALPHADS ICONV,
INPTSy NALPHASNCONVs ILINEJLDENS )

CONTEINUE

sTOP

END

SUBROUT INE HMAX(X Y sNe ISYMs ILLOWs ILUPs IRLOW+IRUPs YRMAX s YLMAX,HALFR
1+ HALFL o ISHAPE)

DIMENSION X{100),Y(100)+XH(SI)eY4{(S1)

SUBROUTINE TO ODETERMINE HALF-WIDTHS FOR RIGHT AND (OPTIONALLY)
LEFT PROFILES

ISYM=0, SYMMETRIC PROFILE SO ONLY CALCULATE RIGHT HALF-WIDTH
NE Os DETERMINE BOTH RIGHT AND LEFT HALF-WIDTHS

NHALF=N/2

IF(ISYMeEQeO) GO TO 2000
NPLUS =NHALF +1

IF{ISHAPE.EQs1) NPLUS=ILILOW+]
D0 1010 I=1.NFLUS

XREI)=Y(X)

YH{I)=XC(I)
XINC=(X{ILUP)=X(ILLOW))/100.0
XXX=X(ILLOW)—-XINC

DO 1020 J=1,100

XUX=XXX+XINC
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1020

2000

2030

2040

101

102
104

PCOLYN=04,00

CALL PLULYNNIX o YePOLYN XXX 9NsG i
IF(POLYNoGTsYLMAX) YLMAX=POLYN
CONY INUE

POLYN=0,00

XXX=YLMAX/2.00

CALL PLLYNNIXHsYHsPOLYNs XXX NPLUS ¢+4)
HALFL=RPOL YN

J2=0

J4=0

IFCISHAPE «EQoe 1) NHALF=IRLOW+]
00 2030 J3I=NHALF N
J4=N-J3+NHALF

Ja=Jd2+1

XH(J2)=Y(J4&)

YH{J2)I=X(J4)
XINC=(X(IRUP)I-XC(IRLOW]})/1004C
XXX=X(IRLOW)-=XINC

D0 2040 JS5=1,100

XUX=XXX+XINC

POLYN=0.,00

CALL PLLYNNIX Yo POLYNoXXXsN+O)
IF(POLYNGTaYRMAX) YRMAX=POLYN
CONTINUE

POLYN=0.,00

XXX=YRMAX/200

CALL PLLYNNOXHs YHsPOLYNoXXX 9.0244)
HALFR=POL YN

RETURN

END

SUBROUTINE PLLYNN{XsY )POLYNsXXXsNUMX s NPOLY)
DIMENSTON X(100),Y{(100)

N POINT POLYNOMIAL INTERPOLAVING SUBRDUTINE

TO INTERPOLATE A VALUS FOR XXX THE NPOLY NEAREST KNOWN POINTS ARE
SELECTED AND AN INTERPOLATING POLYNOMIAL OF DEGREE NPOLY~1 1IS
FITTED TO THESE POINTS

X AND ¥ ARE THE ARRAYS OF NUMX KNOWN POINTS ON THE CURVE

THE RESULT IS POLYN

POLYN=0.0

NHM=(NPOLY+1)/2

N1 =NM+1
NUP=NUMX+NM1-NPOLY

DO 102 J=NM1l.NUP
IF(XXXeLE«xX(J})) GO TO 104
CONTINUVUE ’

J=NUP

L=J-NM
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109
106

9
10

100

110

120

LLL=L+NPOLY~-1

DG 106 K=bLLLL

TERM=1 .0

DO 105 M=LeLLL

IF(KeEQoM} GO TO 105
TERMSTERME{ XXX =X{M) )/ (X(K}-X(M))
CONTINUE

TERM=Y (K) XTERM

POL YN=POLYN+TERM

RETURN

END

SUBROUTINE PLOT(APROF oSTARKL ¢ CONV e XWAVEL » XPROFL sNTUPsNTLOVWALPHAD,
1 ICONV s NPTSosNALPHA+ NCONV,, TLINE ,LDENS)

DEIMENSION LBP{S)sLSDP(S5)sLCPIS5)s_T1(S5)LT2(S)sLTI(S)sLT2(5),LTS(S)
1oLINELI(S) oLINE2(S)LINE3(S5) APROF(100) +STARKL(100+5)+¢CONV(100+5) oX
2YAVEL (100 ) +XPROFL(100 )+, ALPHAD {3+5) sLDENS(S)+IPROF(100+5) +sX1(100)
3X2(1C00)-Y1(100),Y2(100),L.BLT(53)

OATA LBP/"BROA? s *"DENI "4 °"NG P! ,*RIFI*L'LE /s LSDP/*STAR® 4 K—-CiQ°%, *P
L1PLE® "R PRI (IF /S LCP/SCONV? s *OLVE?®*s*D CLIPROFCL'ILE '/ .LT1/*'T
2EMP Y, * 95?2500%* K 04" /o LT2/°TEMP® o ¥ *9»*S5000%,"* K ®
3° */eLTI/*TEMP®* o * 042100070 K *,° S/ L. TA/*TEMPT 4 * LY
42 2000%4°0 K *,° '/:LTS/'TEMP' e +°4000*,'0 K %, t/

DATA LINEL/Z*H~BE®*+?*TA 299486172633 "2'A /S LINE2/*H-GA® 4" MMA ¢
1094340°%*,*,46 ',"'A */SsLINE3/*H-DE"*+*'LTA ®4%°4101'4%e73 *,»°A t/

IF(ICONVeEQ.l1] GO TO 100
DO 10 I=1,5

DO 10 J=1,.NALFPHA
AZ2=APROF (J)*APROF(J)
XPNT==0e96314718%A2/( ALPHAD(LLLINZ oI )%*%*2)
XPTEST=ABS{XPNT)
IF(XPTESToGT,.45) GO TO 9
DPROF(Js IJ=(SCRT(0:69314718) )« (EXPIXPNT))/(1e7724S*ALPHAD(ILINE, I)
1)

GO TO 10

DPROF({J»1)=0.00

CONTINUE

NPTS=NALPHA

DO 9996 NT=NTLOW,NTUP

DO 110 I=1,+NALPHA
Xi(1)=APROF (1)
IF(ICONVL.EQ.1) GO TO 110
XUWAVEL(I)=APROF (1)
XPROFL (I )=0OPROF (I+NT}
YI(I)=STARKL( [+NT)

DO 120 I=1,NCONV
X2(1)=APROF (1}

Y2C(1)=CONV( I.NT)
CALL GRAPH (NPTSsXWAVEL +XPROF L9909 708e0910060+s0:0:0+0+* ALPHA (NORMAL
1IZED}): *s *AREA NORM INTENSITY;* , *CONVOLUTION PROFILES® LDENS)

IFCILINECEQ.3) GO 7O 300
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240
241

242

IF(IL INEeEQe2) GO TO 200

IF(ILINE<EQs1) GO TO 12S

FORMAT (/7 +eT10 ¢ ! ek sk kF L AG btk ke ke EIROR: ILINE NOT SPECIFIED CORRECT
I1LY; NO PLOTS GEENERATED')

WRITE{6+,1000)

RETURN

CALL GRAPHS (NP TS  XWAVEL s XPROF_L-,0+107sLINE1)

IF{NTSsEQeS) GO TO 148

IF{NT ¢EQe4) GO TO 146

IF{NYT.EQ«3) GO TO 144

IF{NT ¢EQe2) GG TO 142

IF{(NT cEQel) GO TO 140

FORMAT(/» ikl XL AGkiklk %k ERROR IN NTLOW OR NTUPT)

WRITE(6,1
RETURN

GO TO 1S0

DO 145 N=1+5

LBLTINI=LT3(N)

GG TO 1SS0

DO 147 N=1+5

LBLY(N)I)=LT4&{N)

GO TO 150

DO 149 N=1,5

LBLTI(N)=LTS(N)

CALL GRAPHSI{NPTS » XWAVEL »XPROFL+0s107,LBLT)

CALL GRAPHS(NPTSeXWAVEL 4 XPROFL+1+107,LB8P)

CALL GRAPHS(NALPHA+X1eY102s107,L5DP)

CALL GRAPHS(NCDONVsX22Y2+302107.LCP)

GG TO 9999

CALL GRAPHS(NPTS+XWAVEL +XPROFL +0,107,LINE2)

IF(NT +sEQeS) GO TO 248

IF(NT sEQe4) GO TO 246

IF(NT.EQe3) GO TO 244

IF(NT ¢eEQe2) GO TO 242

IF(NT.EQ.1) GO TO 240

FORMAT(/ »T10, *x%k%x%kFLAG*%kkk%kx ERROR IN NTLOW OR NTUP?')
WRITE(6+2000)

RETURN

DO 241 N=1,
LBLTI(N)=LT1
GO TO 250
DO 243 N=1»
LBLTIND)=LT2(N)
GO TO 250

DO 245 N=1+5
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245

246
247

248

249
250

3000
340
341

342
343

344
345

346
347

348

349
350

9999

LBLT(N)=LTI(N)

GO TO 250

DO 247 N=1,5

LBLT(N)=LT4{N)

GO TO 250

DO 249 N=1,5

LBLTINDI=LTS(N)

CALL GRAPHSI(NPTS, XWAVEL s XPROFL +s0s107,LBLT)
CALL GRAPHS(NPTS » XWAVEL ¢+ XPROFL.+1+107,L8BP)
CALL GRAPHS(NALPHA X1 +¥1+2+107,LSDP)

CALL GRAPHS (NCONVsX2+4Y2+34+107+L.CP)

GO TO 9999

CALL GRAPHS(NPTS s XWAVEL s XPROFL.s0+107.LINE3)
IFINT «EQeS) GO TO 348

IF(NT «EQe4) GO TO 346

IFINT sEQe3) GO TO 344

IF(NT «sEGe2) GO TO 342

IF(NT.EQe.1) GO TO 340

FORMAT(/ s T10s 0 k%K AFL AGRE k% ERIOR IN NTLO®W OR NTUPY)
WRITE(6+3000)

RETURN

DO 341 N=1,5

LBLTIN)=LT1(N)

GO TO 350

DO 343 N=1,5

LEBLTI(N)=LT2(N)

GO TO 350

DO 345 N=1,5

LBLTINI=LT3(N)

GG TO 350

DO 347 N=1,5

LBLTIN)I=LT4I(N)

GO TO 350

DO 349 N=1,5

LBLTI(N)=LTS(N)

CALL GRAPHS(NFTS o XWAVEL o XPROFI_+0s 1074LBLT)
CALL GRAPHS(NPTS:XWAVEL ¢ XPROFILs19107,L8BP)
CALL GRAPHS(NALPHA:X10Y192+107,LSDP)

CALL GRAPHS(NCONVsX2+sY2032107LCP)
CONTINUE

RETURN

END
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Table D-2. Data card requirements for C337BROD

Type # Cards Columns Variable Fcrmat Remarks
# Name
1 1 1- 5 NSETS I5 Number of data sets
2 1/set 1- 5 NRUNS I5 Number of runs within data set
3 1/run 1-60 TITLE 15A4 Experiment label
61-68 HLINE 2AL Name of hydrogen lins
4 1/run 1l- 5 ILINE I5 Line identification number
6-10 NRAD 15 Numbeir of positions for electron
density calculations
5 NRAD 1-10 RAD F10.0 Radial position array
/run 11-20 TRAD F10.0 Corresponding radial temperature
array
21-30 HALF F10.0 Corresponding radial half-width

array
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100

120
130
1000

khkgbRkaR CIITBROD  *dkdkkd:kkk

PROGRAM TA CALCULATE ELECTRCM NUMBER DENSITY FRCM BROADENING DATA
FOR THE BALMER SERIES HYDROGEN LINES

NSETS=NUMBER OF SETS OF LCATA
NRUNS=NUMBER CF RUNS uwITHIN GIVEN DATA SET
TITLE=EXPERIMENT TITLE OF A GIVEN RUN
HLINE=NAME CF BALMER SERIES LINE
(H—BETA+ H-GAMMA, H-DELTA)
ILINE=1s H-BETA CALCULATION
=2+ H-GAMMA CALCULATIGON
=3¢ H-DELTA CALCULATION
NRAD=NUMBER OF RADIAL PCSITIONS FOR DENSITY CALCULATICN
RAD(N)=RADIAL PAOSITICN ARRAY {(N=1o: TC NRAD)
TRAD(N)=TEMPERATURE ARRAY CORRESPONDING TO RAD(N)
HALF(N)=FULL (MEASURED) FALF--WIDTH AT HALF MAX INTENSITY ARRAY
CORRESPONDING T3S RADIN) AND TRAD(N)

DIMENSION DENS{G)sTEMPI(S5)»ALIFA(AS) »TITLE(15):HLINE(2) s WAVE(Z3) +HALF
1(35)0RAD(35)s TRADC(3S) s ALFAD(9+S) 1 X(G) s Y(9)+ XINTRF(S)YINTRP(5) ,ECE
2NS(35) y ALPHA( 35)

DATA TEMP/2500¢¢5000¢+10000¢5,200000 9400006/ +DENS/1000E+12,36162E+
1120106000E+413036162E4+13510000024+1433e162E+14+31e¢000E11593e1E2E+15,1 60
CO0EH+L1O6/yWAVEZ48616330434C 4624101673/

DATA ALFAZ1 408291031531 e547 92e188,320907:065200+9066260+0e6775991017
151037290 e257200e301730037809Ne480930664283061435201€18,+061621:0,.2
242890e3117306099090e6105090066116890e61370006165100¢0835+06CE30+060945
390010105061 085353,060708650,0753G30e080€E50e087429060958790e606774¢007
4182000747406 07738:000800950:06584 0071611060750 830607€CE4406077G1
S/

READ(S+100) NSETS
FORMAT(I5)

D0 9999 NSET=1+NSETS

READ{Ss1190) NRUNS
FORMAT(IS)

DO 9999 NRUN=1 s NRUNS

READ(S»120) TITLEJHLINE
FORMAT (15A4+2A4)

READ(S»130) IILLINE.NRAC
FORMAT{215)

WRITE(621000) TITLESsHLINE»WAVEC(ILINE)

FORMAT (L1H1 9//7/77eT15 s *ELECTRON DENSITY BROADENING CALCULATICNS® o/ /o

NN TN A N 1ot 1o bt s 1t 1t 0t pos e e O (D = O U1 D QI =
O 0ONONP WO

& & WWWWWWWWWNNN
& o ENOUVAPUN=OOONOV,W

QPO PUW
CULLWUN~OC

IS
~N

Hi

[P -
[a X%

Loe



140

2001
14S

150

155

160

170

180

190
195

1T10+1504+79T10:2A42XsF7e2)

K=0

DC 140 {=1+6545
K=K+1

NUP=L+4

L=0

DC 140 J=1NUP
L=L+1
ALFAD(KsLI)I=ALFA

(J1

WRITE(6+2000) (TEMP(I}s1I=1+5)
2000 FORMAT(// ¢T25:*HALF~WIDTH DATA® ¢/ 2 T1Sy *ELECTRON DITNS®* s T30+ 5(F1540)

1)

DO 145 I=1,9
FORMAT(T1IS,C11e4+7T3305(
WRITE(6+2001) DENSC(I) »(
DO 200 I=1,NRAD
FORMAT(3F1040)
READ(5+150) RAD{I)TRAL
DO 160 J=1.+S

DO 155 K=1,5
XINTRP(K}I=ALOGIO0(TEM
YINTRP(K)=ALF AD(J9sK)
X(JII=ALOGiO(DENS(J})
POLYN=04 00

XXX=ALOG10{ TRAD(CI) )
CALL PLLYNNIXINTRP

Y(J)=POLYN
CCNTINUE
ICOUNT=0
XXDENS=140,0
POLYN=20600
ICOUNT=ICOUNT+1

CALL PLLYNNI{X1Y+sPOLYNoXXDENS1»3+2)

XXALFA=POLYN

CALDEN=7 o 9SE68BE+12%¥ ( (HALF(I)/)XXALFA)*%*]1.5)

CALDEN=ALGG10(C
TEST=ABS(CALDEN

ALDEN)
~-XXDENS)

IF(TESTeLELQ0«0000S) GO TO 180
IF(ICOUNTLGTLS50) GO TG 190

XAXDENS=CALDEN
GC TG 170
EDENS(I)=10,0%%
ALPHAE I)=XXALFA
GC TO 200
CALDEN=100%%(CA

CALDEN

LDEN

WRITE(G69195) RAD(I)» TRADCI) s HALF(I) »CALDEN XXALFA
FORMAT(/+T1S, " kxeXxxFLAGHTXx%x% E{ SCTRCKN CENSITY ITERATICN
ICCNVERGE WITH&N 50 ITERATIONS FOR:I® +/+T1Ses"RADIUS= *,E1
2PERATURE= *4E11e492XsFUl.L wWIDTH HALF MAX INTENS= ®,El1

3AST CALCULATED

DENSITY=

TeE1le% 12X+ *LAST INTERPOLATED R

goc



G MIOTH= $,E11.4%)
EDINS(I)=0.00
ALPHA( X)}=0,00
200 CONTINUE
WRITE(6.,1001)
1001 FORMAT(S//777+sT20'"RADIUS T s T1S2*TEMP (K)® +sT30:+*FWHMI? sT45+*ELEC DENS
1*.T60 » *REDUCED HALF-WIDT
D0 300 N=1,5NRAD

»T1
=)
1002 FORMAT(T2+E12«5:T1S5+E12.8HoT
300 WRITE(E,1002) RADI(N)s+ TRADEN
9999 CONTINUE

STOP

END

SUBROUT INE PLLYNN(XsY sPOLYNz X)X NUMX,NPGILY)
DIMENSION X(100),Y(100)

28B34(3X+E12e5))
)} +HALF (N) sEDENS(N) s AL.PHA(N)

N POIENT POLYNOMIAL INTERPOLATING SUBROUTINE

TC INTERPOLATE A VALUE FOR XXX THE NPOLY NEAREST KNGWN FCINTS ARE
SELECTED AND AN INTERPGLATING POLYNCMIAL GF DEGREE NPGLY-1 IS
FITTED TAQ THESE POINTS

X AND Y ARE THE ARRAYS OF NUNX KNOWN POINTS ON THE CURVE

THE RESULT IS POLYN

5 YaYalaYslale)ala!

101 POLYN=0.0
NH=(NPOLY+1)/ 2
Dl =NM{L
NUP=NUMRX+RMI~-NPCLY
DG 102 J=NM1.MNUP
IFEXXXoLEeX(J)) GO TO 104
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130
192 CCNTINUE 131
J=NUP 132
106 L=J-NM 133
LLL=L+NPOLY~-1 134
DO 106 K=L,LLI 135
TERM=1 0 136
DO 105 M=L.LLL 137
IF(K.EQaeM) GO TO 105 138
TERM=TERME( XXX=X(HA))/7{X{KI=XC(M) ) 139
105 CCNTINUE 140
TERM=Y(K)*TERM 141
106 PCLYN=POLYN+TERM 142
RETURN 143

END 144
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